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Abstract—Nowadays, Artificial Intelligence is being integrated into the 

modern innovations, including mobile, Electronic gadgets and as well as our 

daily lives. The smartphones are becoming a crucial and indistinguishable part 

of modern life. Whether that be in terms of speech, prototype, efficiency, 

features, quality and so forth, together all system requirements are provided in 

one machine. Researchers and innovations analysts are making advances in 

mobile computing with the excellent technologies. While Artificial Intelligence 

as a commercial product has been directly accessible. In this, both corporations 

and violent offenders take benefit of emerging technologies and advances. 

Cyber-security specialists and authorities have predicted there have been high 

possibilities of cyber-attacks. There's really, besides that, a need to improve 

quite advanced and powerful data security processes and software to protect all 

fraudulent activities and threats. The objective of this study is to introduce latest 

developments of implementing Methodologies to mobile computing, to prove 

how such techniques could become an efficient resource for data security and 

protocols, and to provide scope for future research. 

Keywords—Artificial Intelligence, Smartphones, Mobile Computing, Data 

Security. 

1 Introduction 

Mobile computing is the cloud-based services that are available in a mobile 

environment. Mobile computing is a human – machine interface in which a device is 

supposed to be moved throughout daily operation, enabling data, voice and video to 

be transmitted [1,27]. Mobility relates to usability or probability of switching to 

various sites, utilizing specific forms of handheld devices over several periods. In 
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contemporary society, the Internet and new technology have increasing the 

importance of smartphone devices. As well as Mobile security or security of smart 

phones is now becoming particularly significant in mobile computing. 

Mobile protection is an environment which has not been provided much 

consideration by smartphone users to date [2]. That's evolving now, though, because 

of a number of reasons that exist in the smartphone industry. Traditionally, 

smartphone consumers utilized their mobile apps mainly for voice messaging, without 

any kind of wireless data operation at all. Today, smartphones are commonly used 

and have plenty of features including such personal computers (PCs) and, in turn, 

have more than enough connectivity choices like 3G, 4G, Wi-Fi, GPS, LTE, NFC, 

and Bluetooth [3]. This wide variety of good features has given rise to highly 

utilization of Smartphones which become ideal targets for malicious as a consequence 

still. 

Security is an essential concern and must be properly considered in all fields of 

applications, particularly in mobile computing, as the mobile user can sometimes 

recognize several security issues that are not really known to the typical internet user. 

Such attacks include losing or robbing the important and confidential data of 

smartphone users that were collected on their apps or that cybercriminals could 

misuse it and some problem detection [4].  

Similarly, the current security measures are not sufficient to prevent cyber threats 

due to the emergence of malware cyber-attacks mobile devices. When the 

environment is becoming more digital, it is essential that in most of the defensive and 

offensive security initiatives, AI does have a significant effect on enhancing software 

security and cyber security requirements [5]. DARPA 's Cyber Dataset, which would 

have been trained to support build systems for identifying, testing and patching 

vulnerabilities in software before they've been attacked, has already seen the benefits 

of using AI to enhance security. As the mobile security and computing have improved 

efficiency, versatility, and availability, AI has the ability to lead on a modern 

generation of benefits and risks [26,28]. 

2 Literature Review 

The authors Mitchell et al. [6] emphasizes machine learning as an in-computer 

science field of existing approaches that function better with practice. This means that 

software applications use their previous knowledge with problem-solving tasks to 

enhance their skills. But for the mentioned software applications, definition does not 

provide the idea of acquiring information. 

The authors Wang et al. (2008) [7] suggested that Heuristic Technology applies the 

future of anti-virus identification technology, meaning "the training and expertise with 

using certain technique to measure and smartly evaluate protocols to identify the 

unknown malware by certain guidelines while detecting". Chen (2008) developed 

NeuroNet-a neural network framework that helps to collect data more efficiently, 

manages network control device operations, scans for anomalies, warnings, and 
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establishes threats. Results revealed that NeuroNet is impactful toward decentralized 

cyber - attacks focused at low-rate TCP [8]. 

In the authors of Jongsuebsuk et al. (2013) suggested a Fuzzy Genetic Algorithm 

based IDS network. Fuzzy rules have been used to distinguish data from network 

attacks, while genetic algorithms automate making new fuzzy logic to get the accurate 

solutions. The outcomes of the study demonstrate that the suggested IDS can identify 

network threats and risks, when the data arrives at the sensor module with a detection 

accuracy of over 97.5 per cent [9]. 

Benaicha et al. (2014) provided a framework for detecting intrusion on the system, 

Genetic algorithm approach with enhanced performance and had something user used 

to automate scenario searches in reporting entities and also provide sufficient 

computation time a selection of future threats [10]. They used genetic algorithm 

methodology since efficiency is boosted and brings down the false alarms. 

For risk control in a particular situation, the authors Padmadas et al. (2014) 

proposed a structured genetic algorithm-based malware detection method to assess if 

they are really genuine or fraudulent based on available data sources, dataprivacy and 

security [11]. The simulation results demonstrate which R2L threats are effectively 

detected with 90 percent accuracy by the suggested technique. 

Machine learning methods are reinforcement learning and case-based learning in 

smart phones function better. Such methods are often important for various types of 

language expressions in the smart phones’ application network [12]. An m - learning 

framework was created using existing web tools, which participated in active learning 

according to customer needs in the paper [13]. 

Mobile devices are operators who move from one host to another in a network for 

efficient performance of specific tasks. A mobile agent is an informed decision-maker 

about its schedule and improves the decision maker(s) according to the data obtained 

as it moves from one host to another [14]. Machine learning classification strategies 

including Naïve Bayesian and ANN are effective for classification tasks and advanced 

software entity extraction. Mobile apps provide a wide variety of services over other 

communication protocols for cellular networks [15]. Smart phones are likely to be 

vulnerable to security risks and machine learning techniques such as K-Nearest 

Neighbour, Bayesian Networks and Random Forests are important for smart 

phones intrusion detection. Machine-learning methods are cost effective in many 

aspects for smart phones. 

3 Artificial Intelligence in Mobile Computing 

The implementation of Artificial Intelligence into security devices can be used to 

reduce the ever-increasing security vulnerabilities that major corporations’ 

experience. Mobile Computing and Artificial Intelligence were originally regarded as 

two different components [16]. AI researchers were ready to develop software to 

decreased human intelligence, although security analysts were trying to repair the data 

security and privacy breaches. 
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Smartphone apps across the enterprise using both machine learning and artificial 

intelligence (AI) are even more commonly included as data collection, storage 

features are rising and computing resources is boosting. The massive quantity of data 

is hard for some people to maintain in actual environments. The extensive knowledge 

can likely be reduced in fractions of a second with the advances in machine learning 

as well as Artificial Intelligence, as a consequence of something that the organization 

can quickly access also rebuild from the security risk [17]. Mobile technology's 

emergence has driven the growth of artificial intelligence. 

The study of Machine Learning has emerged from the area of artificial intelligence, 

which seeks to use computers to imitate intelligent human skills. Therefore, machine 

learning models perform perfectly with smart software in enhancing the performance 

and reliability of smart decision-making processes. For mobile devices such as smart 

cards, smart phones, sensors, handheld and automotive computing systems, AI 

technologies have also proved to be successful. A few other significant mobile device 

machine learning techniques involve Sensor-based behavior recognition, mobile 

character recognition, smart phone vulnerability scanning, language comprehension 

etc. 

3.1 Genetic Algorithm (GA) 

A Genetic Algorithm (GA) is a search tool that imitates evolutionary theory. The 

algorithm develops until the issue is properly solved by fitting solutions in a 

continuing sample and transferring their characteristics to descendants that substitute 

weaker responses [18, 19]. For instance, every other possible solution is encrypted as 

a given sequence, termed a chromosome. Subsequent groups are referred to as 

generations. 

Unknown sample U (0) is automatically chosen. Then U (n) generates U (n + 1) by 

selecting and reproducing. For reproducing and generating new chromosomes a 

number of individuals are chosen. Selection depends on the fitness of feature 

selection, e.g. frequency to an ideal solution, including by availability of slot 

machines and probabilistic measuring. Slot machine evaluation consists of selecting a 

parent with a determined confidence interval from the behavioral fitness (f) by, 

 F = 
𝑓

∑ 𝑓𝑛
 (1) 

Probabilistic analysis corresponds 𝑃𝑎 = 𝐺𝐴 (𝑧𝑓𝑛) to the evolutionary process ‘e’ of 

the population's 𝑃𝑖  individuals, while GA helps to balance its claim to the 

neighbouring unit. Also, every individual is chosen as a parent 𝑃𝑎-times. 

The initial phase in the Genetic programming is to describe the issue as genetic 

labeled. In other words, it is essential to identify genetic frameworks, like genes, 

chromosomes and population. Similarly, features for fusion, mutation, and fitness are 

being established. GA is in existence for several decades. Evaluation of a 

chromosome requires experienced classifiers about its precision on every decade. 
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3.2 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is the emerging supervised technique in research 

for machine learning. SVM contains the keyword margin which is either side of hyper 

plane separating 2 categories of information [19]. A decision plane is an axis 

separating a collection of attributes that have various groups in the class. SVM utilizes 

a set of supervised learning processes. Generating the greatest distance between the 

hyper plane splitting and the occurrences on either side of it by optimizing the margin 

decrease the absolute limit on the error rate assumed [20]. The basic structure of 

Support Vector Machine (SVM) is shown in Figure [1]. 

 

Fig. 1. SVM Classifier 

The basic SVM model is the category that is implemented to decision boundary 

selections. After that, there are 2 types and one classifier class is described by superior 

quality and another classifier class is defined by 1. If the m-dimensional x transactions 

can be excluded uniformly for a two-class problem, the whole class is distinguished 

with the interpretation in following equation. 

 S (N) = hi n + y (2) 

From the Eq. (2), where n is a hyper plane value, v is a vector in the SVM function 

space and y is a bias. The first for maximizing the support vectors between the 2 

classifications term in Equation (3) should also be reduced and the second inequality 

for effective analysis of all extracts shall be given to any other learning algorithm. 

 ½ |h|2 min (3) 

For both types, a single hyper plane could be decoded as hni + y≥ 1, Class Ci = 1 

and hni +y ≤ 1 for class Ci = -1. Some might integrate equations to provide the below 

equations. 

 Ci (hi n + y) ≥ 1, for training samples (4) 
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3.3 Artificial Neural Network (ANN) 

An artificial neural network is a system made up of components and weights 

implemented in order to model human neurons. Developers created a neural network 

and correspondingly wrote the algorithms utilizing 2 hidden layers to categorize an 

interaction for both inputs and outputs that seemed to be in figure [2]. The network is 

fully linked to weights wL jk beginning with component j and ending in component k 

in which L is the number of the layer. The basic sigmoid formula is used in the 

activation function at (4) 

 S (f) = 
1

1+ 𝑦−ℎ(𝑛) (5) 

The node outputs are determined by modifying h (n) with threshold and conditional 

function. 

 𝑇𝑏
𝑛 = 

1

1+ 𝑦
−(𝑁𝑁

𝑛
𝑏− 𝛿 

𝑛
𝑏)

 (6) 

 

 

Fig. 2. Artificial Neural Network 

3.4 Neuro- Fuzzy Classifier 

Neuro-fuzzy Classifier system is essentially a neural network being used in a 

Takagi – Sugeno input vector to construct objective function, rules and output 
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features rather than modifying weights [21]. Furthermore, NFC is typically used for 

estimating features and predicting a set of fuzzy rules with a suitable Objective 

Functions (OF). Just like ANN, an NFC begins with training and for these simulations 

the network is equipped with enhancing the accessibility with objective function and 

with single output. For matrix [X] variables, objective functions are developed for 

nodes. After testing, the developed fuzzy logic - based framework can be used for 

upcoming login credentials in testing stage.  

NFC combines a neural network with fuzzy logic to enhance accurate predictions 

in order to separate from the benefits of all of the above [22]. The fuzzy inference 

used by NFC consists of 3 layers: a fuzzy set of laws, a logic system and a repository 

dataset. The basis of the fuzzy law contains a collection of if – then fuzzy laws. The 

reasoning approach incorporates the inference process and the dataset describes the 

participation roles in the fuzzy laws [23]. In contrast, NFC uses the neural network to 

fine-tune the objective function and relevant features that manage chosen datasets 

[24]. 

Two inputs of the FIS, a and b, and one output, c. Then the fuzzy if – then law 

focused on Takagi and Sugeno. 

if a is 𝑈𝑛 & 𝑉𝑛, then  𝑁𝑓𝑛 = 𝑝𝑛a + 𝑞𝑛b + 𝑠𝑛 (7) 

In which vector p, q and s are the variables defined as the rule. 

Framework of NFC consists of several layers, as seen in the following below. 

a) The nodes in that kind of layer use the objective function to generate input 

dependent class labels. The rule's loading effectiveness is the output of every node 

in that layer. 

b) The nodes in this interface are Takagi – Sugeno form Fuzzy rules. 

c) Every node receives feedback from the corresponding node in layer 1 and 

measures its variance to decide the loading power of the Fuzzy law 𝑠𝑛. 

 𝑍𝑛 = f (𝛿𝑛((𝑎𝑛1), 𝛿𝑛((𝑏𝑛2)) = 𝛿𝑛(𝑎𝑛1) . 𝛿𝑛(𝑏𝑛2) (8) 

Where, 𝛿𝑛(𝑎𝑛1) and 𝛿𝑛(𝑏𝑛2) corresponds to the ambiguous feature values of the 

𝑎𝑛1 and 𝑏𝑛2 inputs separately. 

d) In this neuron the nodes calculate from the destination nodes in layer 2, the 

regularization of the loading force of the rule. The single node conducts layer 3 

measurement for all outputs. 

4 Sherlock Dataset Description 

A long-term samples of smartphone sensors with a large time resolution. The 

dataset also provides standard labels that identify malicious behaviour working on 

smartphones. The registry actually comprises 10 billion existing data from 30 users 

compiled throughout a 2-year span and a further 20 users during a 10-month intervals. 

The main objective of the dataset is to support protection experts and scientific 
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researchers establish new techniques of indirectly identifying mobile security 

vulnerabilities. In general, from data that can be accessed without the privileges of the 

developer. These datasets can also be used for analysis in databases that are not 

directly relevant to protection [25]. For example, context-conscious recommender 

systems, predictor of incidents, user personalization and knowledge, predictor of 

location, etc., the dataset often provides incentives not present in other datasets. The 

dataset, for example, includes the Ethernet and signal intensity of the attached Wi-Fi 

Access Point (AP) that is collected once per second for several months. 

The dataset SherLock is divided into raw data, from each SherLock probe. Data 

archives from such sensors cannot be preserved in their parent probes' data tables. The 

data from these sensors were also contained in different tables. Each table of data has 

the Uuid, Userid and Version fields. Uuid is the Unix Millisecond period point of the 

record being stored. Userid is a unique volunteer identifier to which the record 

belongs. Finally, is the product development file for the agent. Table 1 lists the 15 

datasets of the SherLock, with their number of documents from August 2016. 

 

Fig. 3. The data tables and data record numbers in the SherLock dataset 

iJIM ‒ Vol. 14, No. 17, 2020 11



Paper—Artificial Intelligence Techniques for Enhancing Smartphone Application Development… 

5 Experimental Results 

Machine learning algorithms, such as Support Vector Machine, Genetic Algorithm, 

Neuro-Fuzzy Classifier and Artificial Neural Network are used for data sets 

comparison and evaluation. Create an uncertainty matrix to measure the precision of 

the specified experiments to test the results effectiveness. The parameters used for the 

uncertainty matrix followed. Figure 3 as shows the confusion matrix of hybrid 

classifier algorithm. The experimental analysis was carried out on a dataset of around 

millions of APKs based on five classes: malware or harmful programs. The APKs are 

modified to obtain characteristics. A CSV is created due to the presence of 99 features 

with training samples as Malware (0) and Goodware (1). The Error rates of Malware 

detection on smartphone using classifier Algorithm are shown in figure 4. The main 

aim of this analysis is to find the optimal subset of features for which Genetic 

Algorithm could be used. The regressive features selected by Genetic Algorithm are 

fed as input to train classifiers for Support Vector Machine, Artificial Neural Network 

and Neuro-Fuzzy Classifiers. The algorithms are tested on Intel(R) Core(TM) i3-

3110M CPU@ 2.40GHz 2.19GHz, 4GB RAM, 64-bit operating system. The 

Statistical Analysis of classifier Algorithm is shown in figure 5. The implementation 

are done by RStudio Version 1.1.456 – © 2009-2018 RStudio, Inc. 

 

Fig. 4. Confusion Matrix 

 

Fig. 5. Error Rate of Malware Detection on Smartphones 
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Fig. 6. Statistical Result of Classifier Algorithm 

The visual representations of Classifier Algorithm graph are shown in figure 6. 

Dendrogram are helps to view the group of clusters in a visual representation, where 

the below graph shows the 5 classes of attacks are separated from the large data of 

Sherlock Datasets. The x axis shows each classes of attacks on Smartphone Malware 

Detection. The individual classes of attacks are arranged along the bottom of the 

dendrogram and referred to as leaf nodes. The y axis shows the distance of Clustering 

tree of the attacks. 

 

Fig. 7. Visual Representation of Classifier Algorithm 

5.1 Performance metrics 

Machine learning classifier efficiency is measured based on precision, accuracy, 

and recall determined by calculating true positive, false positive, true negative, and 

false negative metrics. 
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5.2 Accuracy 

Accuracy is the most important basic measure of the performance of a learning 

method. It gives the possibility that the algorithms can correctly predict positive and 

negative instances and is computed as: 

 Accuracy = 
𝑇𝑃+𝑇𝑁

𝑃+𝑁
 (9) 

5.3 Precision 

Precision is defined as the proportion of positive predictions which made by the 

classifier that are true. The precision rate directly affects the performance of the 

system. The precision is calculated by 

 Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (10) 

5.4 Recall 

The Recall rate is also an important value for measuring the performance of the 

detection system and to indicate the proportion of instances belonging to the positive 

rate that are correctly predicted as positive. This is also known as sensitivity or true 

positive rate. 

 Recall = 
 𝑇𝑃

𝑃
 (11) 

 

Fig. 8. Evaluation Metrics of Support Vector Machine 
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Fig. 9. Evaluation Metrics of Artificial Neural Network (ANN) 

 

Fig. 10. Evaluation Metrics of Neuro-Fuzzy Classifier (NFC) 

Table 1.  Performance Factors for Classifier Algorithm 

S. No Performance Metrics 
Neuro-Fuzzy Classifier 

(NFC) 
Support Vector Machine 

(SVM) 

Artificial 

Neural 
Network 

(ANN) 

1 Accuracy 97.58% 93.18% 96% 

2 Precision 99.35% 97.4% 98.56% 

3 Recall 91.27% 71.42% 88.27% 

 

In table 2, shows the comparison results of classifier algorithm of Neuro-Fuzzy 

Classifier (NFC) with Support Vector Machine (SVM) and Artificial Neural Network 

(ANN) using the evaluation metrics of Accuracy, Precision and Recall.  

Thus, the above table represents the performance metrics of Accuracy, Precision 

and Recall for Classifier Algorithm such as NFC, SVM and ANN where the NFC 

have outperformed in characterizing the intrusions with 97.58% of accuracy, 99.35% 

of precision and has got 91.27% of recall followed by SVM and ANN are shown in 

figure 9, because the NFC has reduced the training time. The Support Vector Machine 

(SVM) has got the 93.18% of accuracy, 97.4% of precision and 71.42% of recall are 
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shown in figure 7 and the Artificial Neural Network (ANN) has got the 96% of 

accuracy, 98.56% of precision and 88.27% of recall are shown in figure 8.  

 

Fig. 11.  Comparison Graphs of Performance Metrics for Classifier Algorithm 

Thus, the Figure 10 shows the Comparison Graphs of Performance metrics for 

Classifier Algorithm. The proposed algorithm of NFC has got the high accuracy, 

where the accuracy also termed as false alarm (false positives) of Intrusion Detection 

System when compared to other Classification Algorithms of SVM and ANN. 

6 Conclusion 

In this study, Artificial Intelligence based Mobile Computing was evaluated for a 

performance comparison of unknown Android malware detection on mobiles for 

enhancing the smartphone Application development, using different set of features. 

Increasing efficiency of the classifier is measured by its accuracy, precision and 

Recall. The findings show better output of Neuro-Fuzzy classifier. The study found 

enhanced performance in terms of accuracy and false positive rate, with additional 

error rate. This experiment showed that hybrid classifier of Neuro-Fuzzy can be great 

choices for effective malware detector execution. Feature extraction for datasets and 

performance evaluation of android malware mobile applications shall be determined 

in future study. 
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