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Abstract—Cloud computing is considered one of the most important tech-
niques in the field of distributed computing which contributes to maintain 
increased scalability and flexibility in computer processing. This is achieved 
because it, using the Internet, provides different resources and shared services 
with minimum costs. Cloud service providers (CSPs) offer many different ser-
vices to their customers, where the customers’ needs are met seeking the highest 
levels of quality at the lowest considerate prices. The relationship between CSPs 
and customers must be determined in a formal agreement, and to ensure how 
the QoS between them will be fulfilled, a clear Service Level Agreement (SLA) 
must be called for. Several previously-proposed models used in the literature to 
improve the QoS in the SLA for cloud computing and to face many of the chal-
lenges in the SLA are reviewed in this paper. We also addressed the challenges 
that are related to the violations of SLAs, and how overcoming them will enhance 
customers’ satisfaction. Furthermore, we proposed a model based on Deep Rein-
forcement Learning (DRL) and an enhanced DRL agent (EDRLA). In this model, 
and by optimizing the learning process in EDRLA, proposed agents would be 
able to have optimal CSPs by improving the learning process in EDRLA. This 
improvement will be reflected in the agent’s performance and considerably affect 
it, especially in identifying cloud computing requirements based on the QoS 
metrics.

Keywords—cloud computing, quality of service, service level agreement, 
reinforcement learning, deep reinforcement learning

1	 Introduction

Cloud computing, being one major approach among other distributed computing 
approaches, works to enhance computer scalability and flexibility, and this is achieved 
by providing different resources and standard services via the Internet [1], as it easily 
can reduce the expenses. Cloud Computing also provides many deployment models 
based on customers’ needs and demands. Accordingly, the effect of cloud computing is 
considered enormous, as small companies, using cloud computing, may effortlessly and 
smoothly grow and expand over the globe with highest qualities and lowest expenses.

iJIM ‒ Vol. 15, No. 21, 2021 119

https://doi.org/10.3991/ijim.v15i21.26379
mailto:r.alsayyed@ju.edu.jo


Paper—A Survey on Improving QoS in Service Level Agreement for Cloud Computing Environment

In addition, using cloud computing, both, companies and individuals, may quickly 
and cheaply develop software and hardware of their own, in order to promote their 
goods in the market [2]. Cloud services are delivered by cloud service providers (CSPs) 
that provide a wide range of services for their customers, including Infrastructure as a 
Service (IaaS), Platform as a Service (PaaS), Program as a Service (SaaS), Storage as a 
Service (STaaaS), and Security as a service (SECaaS), the test environment as a service 
(TEaaS), and many more. While CSP tries to increase its income to the max, customers 
aim to achieve the best quality of services (QoS) at the lowest prices [1]. Therefore, 
a legal agreement should determine and clarify the relationship between CSP and the 
customers. To ensure that the objectives are met, an explicit Service Level Agreement 
(SLA) construction must be established.

 The SLA manages the interactions and the relationship between CSP’s and the cus-
tomer by defining the terms and requirements [3]. The SLAs provide all QoS needed 
information about the QoS. With many CSPs started to provide a wide variety of cloud 
services, cloud customers cannot determine what services to use and what kind of basis 
to choose. Therefore, establishing an SLA is essential for cloud negotiations. Nego-
tiating an SLA between cloud parties helps in defining QoS requirements for critical 
operations that are based on services. Currently, there is no Standard Framework that 
helps customers rating and classifying the services provided by the cloud based on the 
customers’ needs [4].

Improving the QoS is an important research problem in CC. This research is highly 
important because we need to know what other researchers in CC that have done in 
this field; improving the QoS in SLA for CC environment, in order to help set up and 
define problems that exist in the research. Actually, the QoS in CC depends on the 
optimal selection of SLAs provided by the optimal CSP selection. Therefore, the SLA 
must contain the optimal QoS, which must meet the requirements required by customer 
needs. Many researches were introduced to evaluate QoS metrics in CC SLAs, select 
the optimal QoS in SLAs, and select the optimal CSP. The traditional QoS usually 
quantify the QoS metrics and simply displays resource selection options to the users. 
Other research of QoS solutions proposed using QoS engine, information service, 
SLAs, monitoring service, and reservation modules and frameworks. While other stud-
ies focused on providing a QoS-aware resource brokering framework that can deliver 
optimal performances for applications. Therefore, we will consider in our paper to pro-
posed a new model Enhanced Deep Reinforcement Agent(EDRLA) to improve the 
selection of CC resources according to QoS metrics in the SLA, and to prevent SLA 
violations and predict SLA violation in future.

In this research, the proposed model forms a combination of Deep Neural Network 
(DNN), Generative Adversarial Network (GAN) and Killer Whale Optimization 
Algorithm (KWOA). According to our knowledge there is no such a combination 
proposed in the related work; as such, it comes the novelty of this work; this will be 
shown in section six. The proposed model EDRLA improves the selection of SLAs 
according to QoS parameters and selects the optimal CSP that offers the required 
services for the customer without any violations and predicts any violation for QoS 
in future.
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There are not enough studies on how to select the optimal QoS in cloud computing, 
and based on this, the survey reviews previous studies conducted over the past decade.

The remainder of this paper is structured as follows: Section 2 provides a brief 
description of cloud engineering. Section 3 briefly describes the cloud computing archi-
tecture. Section 4 provides a brief discussion of Service Level Agreements (SLAs). Sec-
tion 5 provides a brief description of QoS in the cloud. Section 6 provides some related 
work. Section 7 presents the models of analysis. Section 8 provides a brief description 
of our proposed model, and the last section presents the conclusion of this paper.

2	 Survey methodology

In this section, we applied the rules of “Gap Analysis” steps to highlights the 
shortcomings and opportunities for improving the QoS in SLA for CC environment.  
These steps include: analyzing the current state, identify the ideal future state, finding 
the gap and evaluating solutions, and create and implementing a plan to bridge the gap. 
For this, we present our survey methodology in details following the stages mentioned 
below:

1.	 Identifying the statement of the problem: in this stage, we defined our statement of 
the problem of enhancing QoS selection for cloud computing parties. 

2.	 Collecting related work and literature to identify the gaps: in this stage, we have 
gathered previous work done on improving QoS selection for cloud computing par-
ties between the years of 2012 and 2021.

3.	 Analyzing related work: in this stage, we analyzed the related work done on cloud 
computing architecture, cloud computing deployments, cloud computing service 
models, SLAs template, and QoS parameters used in cloud computing. 

4.	 Analyzing and discussing finding models, frameworks, and algorithms in the related 
work: in this stage, we discussed the previous studies in the last decade that contain 
various QoS advancements in cloud computing using reinforcement learning, deep 
reinforcement learning, or different machine learning algorithms.

5.	 Analyzing the statistical data: in this stage, we explored most of the QoS parameters 
and their percentages that were used in the related work done in the last decade.

6.	 Proposing a model for dynamic SLAs using an enhanced DRL to select the optimal 
QoS for cloud computing parties and customers: in this stage, we described the pro-
posed model for dynamic SLAs with an enhanced DRL agent (EDRLA). We used 
an improved deep Q-learning agent to select the optimal QoS for cloud computing 
parties. Choosing the optimal action represents the selection of the QoS that meets 
the customer’s requirements with maximum rewards.

7.	 Conclusion and findings: in this stage, the agent in the proposed model will help the 
enhanced deep Q-learning to reach the optimal action and improve the learning pro-
cess in a deep Q-learning algorithm. This improvement will affect the deep learning 
of the agent’s training that is related to the agent’s performance in selecting optimal 
cloud computing requirements with maximum rewards, according to QoS.
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Figure 1 illustrates the stages of our survey methodology. 

Fig. 1. Survey methodology

3	 Cloud computing architecture

Mainly, cloud computing aims to efficiently use the distributed resources, integrate 
them to achieve higher productivity, and increase their ability to solve large-scale 
complex account problems. Cloud computing focuses on virtualization, scalability, 
interoperability, and QoS [5]. The concept of cloud computing was first introduced in 
the 1960s by John McCarthy. He thought that one day, that account will be recognized 
good for the wider public. The origin of the term ‘cloud’ comes from the world of 
telecommunications, as telecom companies have begun to provide VPN services with 
similar QoS at a lower cost. A growing number of servers and networking infrastructure 
are now included in cloud computing, as it is expanding day by day [5]. Cloud comput-
ing architecture refers to the various components that create the whole cloud system, 
regarding the databases, program capabilities, or the applications that were designed 
to provide cloud power resources to solve business problems. The completed cloud 
computing infrastructure design provides customers with network security, uninter-
rupted services, and high bandwidth using the Internet. Figure 2 illustrates the generic 
cloud architecture which includes the main components of cloud computing, mainly: 
infrastructure, storage, service, application, management, and security [2].
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Fig. 2. A generic cloud computing architecture

Customers
Applications

Platform
Infrastructure

Servers

Fig. 3. Different layers of cloud computing architecture [4]

Cloud computing systems can be divided into two parts: the front end and the back 
end, and both are connected and can be accessed via the Internet. The front end is what 
the customers can view, and the back end is the system’s cloud [5].

3.1	 Models of cloud computing services

Figure 3 shows the different layers of cloud computing architecture. Another type of 
cloud deployment model that can be combined with cloud computing service models 
is based on cloud delivery. Cloud service models are software as a service (SaaS), plat-
form as a service (PaaS), and infrastructure as a service (IaaS).

Software as a Service (SaaS). SaaS is a software delivery model by which a fully 
functional subscription-based model is delivered online to the customers, where the 
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end customer can usually access SaaS offers online. Figure 4 shows the responsibility 
and management of the cloud customer and the CSP that manage various components 
of the offering SaaS [2].

Platform as a Service (PaaS). PaaS provides a primary computing platform that is 
based on the cloud infrastructure. It contains all software programs that the customer 
usually requests to be posted on. In addition, the customer can install the software he/
she needs over these programs. This service allows developers to access all systems and 
environments required for the lifecycle of the software and to provide the development, 
testing, and deployment for it [2] [5]. Figure 5 illustrates the responsibility and manage-
ment of the cloud customer and CSP in the PaaS service model.

SaaS
Applications

Data
Runtime

Middleware
Virtualization

Storage
Server

Networking

Managed by
Cloud Service

Managed by
Customer

Fig. 4. SaaS service model

PaaS
Applications

Data
Runtime

Middleware
OS

Virtualization
Storage
Server

Networking

Managed by
Cloud Service

Provider

Fig. 5. PaaS service model

Infrastructure as a Service (IaaS). IaaS provides the required infrastructure as a 
service, where cloud customers are provided with the lowest level of the services with 
the highest level of flexibility [2]. In this service model, there is no need to purchase the 
required servers, data centers, or network resources, because customers buy what they 
need only. Moreover, cloud customers have access to the hardware infrastructure, and 
they can choose which operating system and software programs to use for meeting their 
needs and requirements [2] [5]. Figure 6 illustrates the responsibility and management 
of the cloud customer and CSP in the IaaS service model.
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3.2	 Deployment of cloud computing models

Cloud computing has four deployment models, mainly: Public Cloud, Private Cloud, 
Community Cloud, and Hybrid Cloud.

Public cloud. Public cloud allows customers to access the cloud via interfaces using 
web browsers. In this cloud, the physical structure is out of location, and customers 
only need to pay for the duration they use the service [2] [5].

Managed by
Customer

Managed by
Cloud Service

Provider

IaaS
Applications

Data
Runtime

Middleware
OS

Virtualization
Storage
Server

Networking

Fig. 6. IaaS service model

Private cloud. Private cloud operations are managed within one organization. This 
makes it is easier to manage security, maintenance, and upgrades, and this is considered 
the main advantage of it. It also provides more control over deployment as all resources 
and applications are governed by one entity [2] [5].

Community cloud. Community cloud means that many companies share the same 
goals and objectives, and that they build and share cloud infrastructure, requirements, 
and policies. An external service provider or community can host cloud infrastructure 
because, in the community cloud, all resources are shared between different companies 
and customers [2] [5].

Hybrid cloud. A hybrid cloud is a combination of two or more types of the cloud. 
In this model, the cloud is associated between one or more external cloud services. It 
is a more secure way to control data and applications, and it allows parties to access 
information via the Internet. The hybrid cloud can handle any overrides without giving 
access to third-party data centers [2] [5]. 

4	 Service level agreements (SLAs)

The SLAs provide information regarding the quality of cloud services and the way 
they are used. These documents often have long texts and contain specific terminolo-
gies on the domains of the clouds [6], and the specifications of the agreement can be 
presented using an extensible language, such as XML. The complex nature of cloud 
computing is reflected in the complexity of creating SLAs. In addition, the nature of 
cloud computing is very dynamic; therefore, it has to monitor the QoS goals men-
tioned in the SLA regularly as they may change. Managing SLAs is very complicated 
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because of the complex nature of the cloud, and the cloud is complex because of the 
various service providers who offer multi-tenancy with huge, distributed capabilities 
of resource sharing [7]. An SLA has been introduced since 1980 to manage QoS in the 
telecommunications sector, and it was designed to gain a shared understanding of QoS, 
priorities, and responsibilities. The SLA sheds light on many aspects of the relationship 
between the customer and the CSP, such as service performance, customer care, service 
supplying, and billing. The critical element of the SLA is the service level objective 
(SLO) that describes the level of service on which the parties agreed. It usually defines 
a set of indicators such as the availability, performance, and the reliability of services. 
The violations also set all the penalties that may be imposed when the service does not 
meet the objectives identified in the SLA [3].

4.1	 SLA and SLA template role in cloud markets

SLA makes accurate measurements and enables the described resource parameter 
values and QoS to be audited. The definition of SLA accurately shows how service 
supplying is determined. During service implementation, CSP and customers use SLAs 
to monitor measurable service features and avoid violations to be committed by both 
parties [8]. The SLA template formally refers to the agreement that the CSP makes 
available to the market to consider customers’ needs and demands. The SLA template 
also describes the content of the agreement that is acceptable to the CSP during com-
municating with the customers.

Fig. 7. SLA tree structure
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Consequently, the model accurately describes the resource availability, supply plan, 
and QoS, and the customer will accordingly decide which offer is best suited to meet 
their needs. Reviewing SLA templates as a service leads to either setting up the agree-
ment or negotiating with one or more of the CSPs [7] [8]. Well-designed SLAs contrib-
ute to avoid conflicts and violations, and it can facilitate finding a solution for an issue 
before it becomes more complicated. SLAs are not seen as end-user documents, but as 
an automated process that helps resources to be monitored and scheduled. Conversely, 
cloud markets view SLAs as fixed documents where processing is not allowed. SLAs 
represent nested tree structures, as shown in Figure 7, including heterogeneous and 
infinite properties in terms of length and content [8].

The SLA lifecycle goes through three steps: (1) The SLA setting up phase, in which 
the definitions and specifications are identified, (2) The SLA validation phase, in which 
the correct actions that are taken to make the cloud service more resilient are demon-
strated, and finally (3) The SLA monitoring phase, in which violations are detected and 
the QoS reliability is verified [3]. Moreover, manual service selection task is considered 
costly, due to the rapidly increasing number of offered services, and lacking standard 
specifications and an effective management. This prevents cloud computing to be suc-
cessfully implemented in a way that meets the specifications set in the SLA in order to 
achieve QoS objectives [9].

4.2	 SLA template construction 

According to [8], an SLA consists of three sections: (1) service description, 
(2) guarantees, and (3) a section where pieces of information regarding the involved 
parties and/or the provided services are found. The steps to design the SLA template 
model can be summarized as follows:

1.	 The original WS-Agreement format comes with XML encoding. Distribute the XML 
sample to JSON.

2.	 Use (1) to create an SLA template data model.
3.	 Create a database schema according to (2).
4.	 Retrieve service descriptions from the marketplace.
5.	 Order data from (4) to the types of service.
6.	 Create fictional information, arranged by (5).
7.	 Mixing information from (5) and (6) to randomly create lists.
8.	 Download (7) in CSV files.
9.	 Upload (8) to the database.

The following example [10] explains that an SLA confirmation is obtained using 
the XML files that were exchanged between the CSP and the customer. The content of 
the XML files matches the context of an agreement, the terms of control, and the terms 
of guarantee. All XML files used in this method follow the pattern of the WS-Agree-
ment requirements [8] [10]. The requirements of the WS-Agreement are specifically 
designed for the web services in order to define the terms and conditions of using their 
services. The context section in the agreement explains the details of the CSP, and the 
start and expiration time refer to the agreement’s lifetime. If the customer’s request 
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comes after the expiration time, it will be considered a violation, and both parties of the 
SLA will be notified for action [10]. 

The term ‘monitoring’ indicates that abovementioned requirements are the parame-
ters of performance, and based on them, a specific customer application can be selected 
with the help of the learning system. The section that dictates the terms of guaran-
tee identifies the resources (VM) of the customer application based on the SLA [10]. 
Because so many CSPs started offering various cloud services, cloud customers are 
unable to decide which services they should use and what is the basis of their choice; 
therefore, an SLA is needed to negotiate between cloud parties.

Negotiating an SLA between cloud parties helps in defining the requirements of 
QoS to have critical operations based on the services. Currently, there is no standard 
framework that helps customers to rate and classify the services provided by the cloud 
based on their own needs. However, QoS parameters are seen as the main components 
of SLAs that work to achieve a set of Service Level Objectives (SLOs) for the aim 
of satisfying customers’ needs and preventing any of SLA violations to happen [11]. 
So, a CSP must maintain QoS parameters in the SLAs. Moreover, there is no standard 
number of parameters for QoS as it depends on both the SLOs and customer require-
ments. These QoS parameters are needed to be measured and monitored throughout the 
service supply.

5	 Quality of service (QoS) in cloud computing

As more and more users share their applications on cloud environments every day, 
SLAs between customers and CSPs become a more significant component to consider. 
Because cloud computing is very dynamic, continuous monitoring of QoS features is 
needed to improve the process of selecting resources, and to reduce the impact of SLA 
violations [3] [7] [12]. Consequently, Cloud computing faces the challenge of pro-
viding appropriate QoS for its cloud services. QoS is a key component for guiding 
the non-functional attributes of the quality of service, such as response time, price, 
performance, or safety. Therefore, there is a need to develop structures to appropriately 
fulfil to QoS requirements.

 The architecture must be able to resize the resources available for any hosted 
program in a dynamic way. That is, it must secure optimal resources, by providing 
each hosted program with many adequate resources to ensure that the SLA is not vio-
lated [13]. This section highlights how important QoS parameters for cloud computing 
are, specifies the current attributes of qualities according to customers’ requirements, 
and sets standards to measure any service quality deviations from what customers 
expect and require. Cloud computing services face several QoS challenges, and many 
different techniques were proposed to solve different types of challenges. However, 
there is insufficient research done trying to develop a framework that can manage 
the overall QoS for all cloud computing models [14]. In a nutshell, QoS is a sig-
nificant feature in many use cases because the CSP must fully satisfy the specified 
requirements [15].
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5.1	 QoS and SLA 

QoS is crucial in the process of creating services because reducing the QoS in the 
service can seriously disturb the QoS for a complete configuration. CSPs want to ensure 
that adequate resources are provided to ensure that QoS requirements for customers, 
such as price, response time, and budget restrictions, are met and fulfilled. As a result, 
CSPs aim to get the assurance that violations are avoided by supplying the resources 
on time and in a dynamic way. The success of cloud computing infrastructures depends 
on how these infrastructures will discover computing platforms that meet the vari-
ous requirements of customers’ resources and services [13]. These parameters will be 
defined, identified, and described in the SLAs based on QoS requirements or standards 
such as scalability, high availability, confidence, pride, and security. Generally, the SLA 
needs to be carefully evaluated in terms of the characteristics of the required resources. 
An essential challenge that CSPs face is automating the management of the resources, 
considering both the resource costs and the requirements of a high level of service 
quality for hosted programs [13] [14].

5.2	 QoS metrics for cloud computing services evaluation

The metrics of cloud computing evaluation depend on the QoS parameters, as the 
services in the cloud need to be evaluated. According to [15] [16], a recognized evalu-
ation metrics corresponds to match cloud service options. Collected metrics have four 
aspects of cloud services, mainly: performance metrics (which relate to responding to 
the time or timeliness), economic metrics (price and elasticity), security metrics (data 
security, authentication), and general metrics (availability, scalability, reliability). 

There are many CSPs that provide many cloud services with different costs and 
different levels of functionality. With the increasing diversity of cloud services, and 
with having the   opportunity to own and moderate almost unlimited cloud account 
resources, it is difficult for cloud customers to find the perfect CSPs to meet their QoS 
requirements. Accordingly, to be able to determine the most suitable provider among 
different CSPs based on the optimal choice of QoS requirements, customers must have 
a method or a technique for assessing the critical performance standards for QoS, which 
is necessary for their programs. To evaluate a computer system, metrics are selected 
based on the requirements [15] [16]. The following section briefly describes the related 
work that discusses the methods, techniques, and frameworks for improving the QoS 
in the cloud.

6	 Related work

This survey reviews the previous studies conducted over the past decade that suggest 
various QoS improvements in cloud computing by implementing deep reinforcement 
learning and different algorithms that utilize machine learning. The main purpose of the 
different algorithms, techniques, and methods was to address different QoS parameters 
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related to different cloud-computing models, thus ensuring that each requirement men-
tioned in the SLA agreement is met via metrics associated with QoS. Moreover, this 
model aims at increasing trust levels of customers by minimizing the SLA violations 
while also achieving a considerable profit fir CSP [14]. 

SLA in the PaaS platform of cloud computing uses variables such as performance, 
Customers’ satisfaction level, cost, security, and SLA violations to analyze and evaluate 
the models. QoS terms must be specified in the models of cloud computing, while the 
financial terms must be agreed upon in an SLA [17]. Given that QoS is an essential 
feature in many instances, the specific requirements of CSPs’, such as latency, through-
put, among other requirements, must be fulfilled. As a result, QoS is guaranteed to be 
provided to the cloud customer [18]. However, due to the complex nature of cloud com-
puting, determining the efficacy of QoS in customer service was not possible before 
the actual implementation of the service. And as a result of the rise in public Cloud 
Service Providers [CSP], it becomes even more difficult when CSPs choose to meet 
their QoS needs. 

The customer has to choose between many CSPs, each offering very similar services 
but with different prices and power capacities, and with many different options. The 
customer does not truly understand the services provided by CSPs and sees them as 
black boxes. Therefore, evaluating the QoS before deployment is crucial. After evalu-
ating cloud services, it is imperative to choose the right metrics. The choice of metrics 
plays a vital role in implementation analysis as seen by previous research examining 
older computing devices. It is, therefore, necessary to use appropriate measures when 
assessing practices. However, there is no standard interpretation regarding metrics for 
assessing cloud products and services. QoS metrics are vital for choosing the right CSP 
as well as improving the efficiency of resources, and it is necessary to establish a set of 
standardized metrics used to assess QoS in order to ensure a high quality.

One study [19] provided several methods to assess QoS metrics in cloud-computing 
SLAs, such as selecting the optimal QoS in SLAs, and enhancing SLAs. Typically, 
QoS sets the standards and provides users with many choices of resources. Other pieces 
of research on QoS suggest using the QoS engine, information service, SLA, moni-
toring service, and reservation units and frameworks. Whereas other research sought 
to offer a framework that focuses on resources for QoS that can optimize application 
performance. An SLA-based approach was proposed in another study to guarantee 
CPU performance of cloud services. A resource level measure constitutes part of the 
SLA rather than throughput, response time, and availability. Another study devised 
a system for admission control and task assignment; this system assigns the tasks in 
accordance with the anticipated outcome through a machine-learning algorithm embed-
ded in the framework [10]. 

This section briefly discusses all the methods, techniques, algorithms, and frame-
works used and proposed to improve the QoS and its metrics. The authors of [9] pre-
sented an automated system for matching SLAs between parties and, using a variety 
of machine-learning algorithms, found linguistically equivalent SLA elements through 
SLAs. Plus, automatic selection of optimal service offers tailored to clients is achieved 
through this method. The main goal of this paper was to reduce the cost of manual gen-
eration of SLA mappings and finding optimal services. In [10], the authors established a 
Learning Automata QoS (LAQ) framework based on machine learning that can address 
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some of the challenges of different cloud applications. The proposed LAQ cost frame-
work ensures that computing resources are utilized, and customer applications are not 
overlooked. Guaranteeing service provision is possible through continuous monitoring 
of suppliers and identification of various QoS that can provide services upon request. 
The proposed framework helps to establish guarantees by using metrics to provide 
cloud services that support QoS. LAQ IaaS cloud service are considered useful for 
computer applications. The LAQ optimizes virtual computing devices and makes sure 
that all of the customer’s requirements are met. The main objective of this study was to 
boost performance through means of advancing QoS metrics, response time, parallel 
execution speed, and task prioritization.

In [12], the authors presented a new technique to increase client satisfaction by 
minimizing violations of the SLA, and that technique is based on learning automata. 
The costumer’s characteristics determine the amount of reduction possible. These 
characteristics are related to agreed QoS requirements between parties in SLAs. 
This study explored the possibility of improving the satisfaction level of customers 
with low willingness to Pay for Service (WTP) and risk avoidance. In [20], a quality 
model named S3MQual (Service Measurement Metrics Model) was introduced, and 
the researchers identified quality models for cloud-computing services. The main two 
factors that drive customer’s satisfaction were the quality of the services and the con-
tinuity of the operation. The proposed S3MQual model was developed to include the 
following twelve important attributes, “Accountability, Availability, Maintainability, 
Scalability Elasticity, Performance, Security Privacy, Usability, Reliability, Features 
and Functionality, Recoverability, Empathy, and Compliance.” The organization needs 
to take these attributes into account in order to have an efficient QoS. In [21], the 
researchers proposed a deep learning-based algorithm for service composition (DLSC) 
that accurately recommended the suitable cloud services based on QoS criteria. The 
LSTM Deep Learning Network was paired with a Particle Swarm Optimization (PSO) 
with the goal of utilizing the LSTM capabilities of recording and considering the long-
term correlations between the time series of multivariate QoS properties and the PSO 
algorithm ability to serve many purposes and solve problems. The results of the exper-
iment showed that the proposed framework led to significant improvements in the field 
of cloud services. This study focused on selecting the best contractors, reducing QoS 
parameters costs and optimizing response time and throughput. 

Other researchers proposed a dynamically evolving model that continuously 
updated cloud-computing SLA making the SLA highly flexible and adaptable and 
minimizing the chance for costly violations [22]. Given the dynamic nature of QoS 
parameters, the desire to continuously change the condition of both CSPs and clients, 
along with the constantly changing policies of the companies regarding cloud com-
puting, it became increasingly necessary to regularly modify the SLA. Such problems 
are certain to become more widespread among cloud-computing companies. The three 
levels of the proposed SLA are the SLA negotiation level, the SLA control level, and 
the SLA enforcement level. Performance, availability, reliability, and bandwidth are 
key in determining the efficiency of the QoS in SLAs. In [23], the researchers present 
a new machine-learning algorithm for reducing energy consumption and improving 
resource usage. This algorithm monitors the customer’s resource requirements alter-
ation to predict a physical device (PM). This algorithm took measurements to prevent 
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server overload such as improving the use of PMs, reducing the number of migrations, 
suspending idle servers in order to lower power consumption levels, and suggesting 
efficient resource management for the cloud. Through this machine-learning algorithm, 
the optimal action is chosen among several options. 

In another study, the researchers introduced an integrated DevOps framework 
responsible for design-time modeling as well as optimization, and runtime control [24], 
so as to minimize the costs of implementing cloud applications that have embedded 
QoS guarantee. The modeling of the application chosen to evaluate included important 
aspects of cloud computing, such as variable workload, congestion due to multiple 
rents, and performance fluctuations. In [25], the researchers developed a tool to identify 
and predict scenarios that require corrective action. Bayesian dynamic Network (BDN) 
collected data to calculate dependencies, and it also used this data to get continuous 
updates. Correlation values are then recorded into a neural network of Long Short-Term 
Memory (LSTM) which is used for future forecasting, an example of how SLA for 
cloud services is improved by processing data. And if problems arose with the SLA, it 
would compare the incident to similar ones to choose the best course of action. Suitable 
procedures were, subsequently, determined for each incident using the reinforcement 
learning (RL) approach. To evaluate the performance of the whole working system, the 
QoS, response time, and SLA violations were used. 

In [26], the authors conducted extensive research regarding Long Short-Term 
Memory (LSTM) and used it to predict the accurate number of requests that occurred 
the following time. They also applied it on Reinforcement Learning (RL) to find and 
follow the optimal procedures for expanding virtual machines. The experiments were 
performed as part of two real workload tracking processes, as the experiments results 
proved that this approach ensured consistent operation of virtual machines and reduc-
tion of SLA violations. The LSTM network had better accuracy in forecasting orders 
and allowed the system to allot resources that would be needed in advance. The RL also 
decided whether the system needed to schedule VMs in order to prevent unnecessary 
resource scheduling. The RL determined the best course of action based on its experi-
ence in processing previous data and the conditions of the current system. To evaluate 
the performance of the whole working system, the QoS, performance, response time, 
and CPU utilization were used this time. RL was also implemented in [27] where the 
authors used it to develop an algorithm that solved the problem of choosing a data cen-
ter. A mathematical model for the price range for customers was created to arrive at the 
most efficient solution taking into account the cost of computing resources and network 
resources. In this study, these prices were considered as part of the QoS. 

In [28], the researcher compared the performance of two different methods for 
machine-learning in predicting violations of an SLA, namely Naive Bayes and Random 
Forest Classifiers. The classification of the task became challenging, and several recon-
figuration methods were used to overcome these challenges, such as Random Over, 
Under Sampling, SMOTH, Near Miss (1,2,3), etc. Availability was considered to be 
QoS in this paper, and it was recommended to reduce violations. In [29], the author 
presented a model for scheduling and admissions management, the goal of which was 
to maximize profit, utilize resources and guarantee the satisfaction of customers. There 
were several components of this model including a SaaS provider, users, access con-
trol, scheduling system, SaaS providers, and IaaS providers; components of the system 

132 http://www.i-jim.org



Paper—A Survey on Improving QoS in Service Level Agreement for Cloud Computing Environment

included application layer and platform layer functions. Users requested software solu-
tions from SaaS providers through submitting their QoS requirements. Based on the 
acceptance control, the platform layer could make sense of customers’ QoS factors such 
as cost, refresh time, process time, and availability. It determined whether the request 
would be accepted or rejected, depending on the capacity, availability, and price of 
virtual machines. Subsequently, the scheduling procedure followed the acceptance 
control decision. In [30], the PaaS is considered a key element in the cloud compass, 
which is the default container. A virtual container is a group of programs with a logical 
hierarchy of components. Although the Infinite Hierarchy Model provided more flexi-
bility in defining virtual containers, it increased the complexities of model management. 

The authors of [30] introduced Cloud Compass, which is the PaaS cloud system 
responsible for managing the entire lifecycle of resources. This compass featured an 
extension of the WS-Agreement of the SLA specifications. It was, therefore, designed 
to meet the specific needs of cloud computing applications in the field of electronic 
science. It addressed issues that other research projects overlooked. Finally, a com-
prehensive business model was presented to provide a paradigm for the platform to 
support flexible deployment. The authors of [31] outlined a framework for admission 
control and scheduling algorithms to efficiently assign resources and thus enhance prof-
itability and customer satisfaction. The innovative framework for admission control 
and scheduling algorithms both used public cloud resources to achieve their goals. 
Simulation results of this framework proved that these algorithms lead to up to 40% 
cost reduction. As a result of the increasing number of traditional applications moving 
to the cloud, cloud-computing service providers nowadays face challenges to maintain 
load balance without sacrificing performance. 

In [32], the authors presented a framework for online task scheduling consisting 
of three components, namely task queue, country monitoring, and task scheduling. 
The main purpose of task scheduling was to perform substantial and dynamic tasks to 
reduce resources, according to the SLA requirements. Moreover, online task scheduling 
was formulated as an ideal dynamic issue with some minor limitations. Using DRL 
decision-making abilities, the DDPG network was adopted to find the optimal routing. 
It dynamically adapted to uncertainty and volatile workloads, and it reduced average 
task-response time while maintaining balance between VMs and workloads. The algo-
rithm was evaluated in two real-world workload scenarios and compared to other solu-
tions. In this paper, a design was proposed to enable QoS-aware configuration, enabling 
the system to smoothly operate with different types of cloud middleware. It achieved 
QoS through virtualization on software-defined networks (SDN) on the clouds. The 
interface was based on SLA and it allocated resources by the highest layer in accor-
dance with QoS parameters that were enforced by the bottom layer. This model was 
described as the “receive which you pay.” In cases of unreliable resources, the model 
identified ways to balance the costs against the reliability. The approach proposed in 
this study was called the negotiation approach, and it intended to increase cloud pro-
viders’ profitability by maximizing time utilization; with this approach, the provider 
analyzed the consumer’s choices and managed deadlines; this approach also provided 
both parties with a negotiation model for to discuss their SLA requirements. 

To identify the cloud’s access-control requirements, the researchers of [35] devised 
a model. However, the authentication mechanism and risk engine were implemented 
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before evaluating the model. They also implemented a risk engine as one of its compo-
nents; the risk engine supported adaptive behaviors and implemented an authentication 
technique that handled space and time complexities. As for cloud computing SLAs, 
many papers were published that evaluated and defined QoS in SLAs. Several QoS 
parameters were considered in the scope of customers’ requirements. 

In [36], researchers presented a Markov Chain-based monitoring model that took 
into account memory, CPU, and storage. Other researchers developed a novel and 
flexible representation-based forecasting method for predicting QoS response time 
and throughput based on ANN [37]. For an evaluation of the Weight Service Rank 
Approach (W-SR), paper [38] evaluated accountability, agility, cost, performance, 
assurance, security, and usability. In [39], researchers set forth an optimal technique 
for risk-management strategy selection for cloud services; this strategy used these QoS 
parameters: execution time, availability, cost, reputation. Whereas [40] employed three 
generic QoS parameters, namely availability, response time. It used throughput in cloud 
computing to examine several approaches that advocated the employment of machine 
learning for better resource management, energy efficiency, and security. 

The authors of [41] proposed a testbed system for obtaining service data from cloud-
hosted software services. Five QoS parameters were examined in this study: response 
time, availability, throughput, reliability, and latency. [42] Presented a new model that 
summarized the QoS standards that cloud consumers could use to select cloud services 
with ease. These parameters were security, user-friendliness, quality, availability and 
technology. The authors discussed availability and cost as QoS parameters in paper 
[43]. Paper [44] introduced CloudExp; an environment for modeling and simulating 
cloud computing. It can be used to evaluate a wide spectrum of cloud components, one 
of which is element processing. CloudExp took many variables into account including 
users, availability, cost, performance, and SLA violation. There was a model in [45] 
with QoS and metrics that targeted general cloud services. CLOUDQUAL contained 
six QoS parameters i.e., usability, availability, reliability, responsiveness, security, and 
elasticity. An ANN-based machine-learning method was proposed in paper [46] for 
determining current application workload and expected QoS requirements for resource 
allocation. QoS parameters in this study included performance, cost, and the number 
of violations. 

In [47], a collaborative filtering methodology was described for predicting both QoS 
and cloud service ratings, and it used the parameters of throughput, efficiency, scalabil-
ity, availability, security, and effectiveness. Authors of [48] proposed heterogeneous 
measures combining the quantitative and qualitative dimensions of QoS-based cloud 
service ranking, and the study considered the elements of response time, availability, 
cost, usability, security and flexibility. Researchers of [49] developed a service-rate 
control system that is based on reinforcement learning (RL). The system gave prob-
abilistic upper bounds for end-to-end system delays while preventing exploitation of 
service resources. Performance and violations were considered as QoS parameters in 
this study. In [50], a coordinator was introduced. This coordinator plays the role of 
managing the network and accounting for the resources and applications hosted in the 
cloud. This paper evaluated QoS parameters based on ML algorithms, bandwidth, and 
response time. 
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In [51], the authors suggested a DRL-based service composition model for cloud 
computing that was also QoS-aware, considering logistics, reliability, cost, and time as 
the QoS parameters. The authors of [52] took a slightly different approach and recom-
mended improving these metrics using a Hybrid Multiple Parallel Queuing Approach. 
The arrival rate, service rate, and the number of servers were the QoS parameters 
in this study. In the following section, we review the proposed models in relation 
to the techniques and list most of the QoS parameters that have been used in prior 
related works.

Table 1. A summary of QoS parameters and percentages in related work

No. QoS Parameter References Percentage of QoS 
Used in Related Work

1 Cost [9],[12],[21],[24],[27],[29],[30],[31],[34], 
[35],[38],[39],[43],[44],[46],[48],[51],[52]

16%

2 Time [10],[21],[25],[26],[29],[32],[35],[37],[39], 
[40],[41],[45],[47],[48],[50],[51],[52]

15%

3 Computation [10],[21],[23],[26],[33],[34],[36],[37]
[40],[41],[47]

10%

4 Communication [10],[22],[27],[41],[50] 4%

5 Customer Satisfaction [10],[12],[20],[38],[42],[44] 5%

6 Decreasing SLA 
Violation

[12],[25],[46],[49] 4%

7 High profit for Providers [12],[44],[45] 3%

8 Availability [20],[22],[28],[29],[31],[34],[39],[40],[41], 
[42],[43],[44],[45],[47],[48]

13%

9 Composability [20],[29],[30],[31],[38],[45],[47],[48] 7%

10 Performance [20],[22],[23],[26],[30],[38],[44],[46], 
[47],[49]

9%

11 Security & Privacy [20],[35],[38],[42],[45],[47],[48] 6%

12 Reliability [20],[22],[41],[45],[51] 4%

13 Technology [33],[34],[36],[39],[42] 4%

Total 114 100%

7	 Analysis models

This section discusses all the SLA models proposed in cloud computing for improv-
ing QoS. Table 1 lists most of the QoS parameters, their percentages, and references 
that have been used in the related work over the last decade. Additionally, Figure 8 
shows the percentage of QoS in the related work over the last decade.

Table 1 summarizes the QoS parameters, their percentages, as well as the references 
in which each QoS parameter has occurred parameter in the related works in the previ-
ous decade. It is worth mentioning that some references are mentioned more than once 
because they have used more than one QoS parameter(s). 
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8	 The proposed model

In cloud computing, as it is very dynamic, the features mentioned in the SLA must 
be continually monitored to guarantee the QoS and to reduce the impact of SLA vio-
lations. SLAs specify the QoS parameters that a CSP must maintain (e.g., Response 
time, bandwidth, storage, reliability, deadline, throughput, delay, violations, security, 
and price). For QoS, there is no specific number of parameters, but it depends on the 
SLOs and on the requirements of the customer. In order to detect SLA violations, these 
QoS parameters must be measurable and monitored during the service supply process. 
SLAs must also define penalty clauses when CSPs fail to provide the services agreed 
to for the customer.

All in all, Scaling and automating SLA can help in coping with dynamic changes 
in the environment, and this can be achieved through SLA management [11] [53]. To 
address different types of challenges, different techniques have been proposed; how-
ever, there is not enough research done to manage QoS from a general perspective for 
all cloud computing models in one framework. Common resources in SLAs would be 
maximally utilized by choosing the optimal ones [8] [54] [55]. 

Finally, there are a variety of SLAs introduced by different CSPs; therefore, custom-
ers need help to find the best QoS parameters and metrics and choose to the appropriate 
cloud device provider that would fulfil their requirements. With our proposed model, 
we aim to identify the most common QoS metrics and parameters for both parties in the 
cloud, while at the same time taking into account the customer’s interest and the way in 
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which the agent will manipulate those parameters to identify the optimal resource for 
the customer by which his/her requirements will be fully fulfilled.

Our proposed model is based on Reinforcement Learning (RL) and Deep Neural 
Network (DNN) or Deep Learning. RL is one of the most critical research trends for 
machine learning and has major implications for the development of Artificial Intel-
ligence (AI) [56]. RL is a learning process that allows an agent to make decisions, 
monitor results, and then automatically align his strategy to achieve the optimal policy 
based on the best reward. For this learning process to converge, it needs much time to 
determine the best approach because the whole system needs to be explored and fully 
understood. 

Deep learning has recently been introduced as an important new technology. As the 
limitations of RL are possible to be resolved, a new era for the development of RL can 
be moved to, and this is what Deep Reinforcement Learning (DRL) is mainly about 
[57] [58] [59] [60]. In our proposed model for dynamic SLA model with an enhanced 
DRL agent (EDRLA), as shown in Figure 9, we used an enhanced deep Q-learning to 
select the optimal QoS for cloud computing parties. EDRLA combines the proposed 
DRL and GANs with some improvements using KWOA to optimize and enhance the 
loss function of GANs. Using the enhanced Baikal loss function for GANs, the pro-
posed model is deep reinforcement learning with GANs EDRLA. This combination can 
overcome the limitations of DRL, consequently, open a new era for the development of 
deep reinforcement learning. Thus, it will improve the learning process for the agent to 
select the optimal QoS in SLAs without violations. The proposed model consists of ten 
steps explained as follows:

Step 1: A cloud customer prepares a list of potential QoS requirements, and the cus-
tomer looks through the list and identifies a set of potential cloud QoS. 

Steps 2, 3: The customer submits the list of potential QoS requirements selected 
from the QoS list, and the CSP introduces the QoS offers to the SLA manager. Man-
aging SLAs will involve negotiating and compromising customer’s QoS requirements 
with the offers provided by the CSP, and collecting both the QoS from customers, and 
the QoS offers from CSP. After negotiating and compromising with the customer, the 
manager prepares an SLA and submits it to the DRL agent.

Steps 4, 5: The EDRLA, as it uses the enhanced deep Q-learning agent, will select 
the optimal action with the maximum rewards representing the selection of the QoS 
that meets the customer’s requirements. Then, the initial SLA will be initiated.

Step 6: During this process, needed modifications can be made by the three parties. 
The customer or the CSP can request any needed modifications to be made, or new QoS 
parameters to be introduced due to the monitoring process.

Step 7: After making the modifications, if one of the parties disagrees on any of 
them, the process will restart all over again, from the point in which the SLA manager 
negotiates and compromise between the two parties.

Step 8: If both parties agree on the modifications, the monitoring process will start 
comparing the QoS values with the SLA that both parties have agreed upon.

Step 9: If the monitoring process detects any QoS violations, they will be recorded in 
the database, and the penalty will be imposed according to the SLA, and the new QoS 
parameters will be submitted to be modified based on the agreed SLA.
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Step 10: In the monitoring process, a QoS report about QoS violations and values 
will be sent to the customer and the CSP to be modified based on the agreed SLA. A QoS 
report will also be sent to them if the agreement expires or needs to be renewed. In the 
database of SLA violations, the customer will find the new QoS values corresponding 
to the SLA violations. Lastly, the new QoS will be provided to the SLA list as a poten-
tial QoS for the customer.

In our proposed model, we modify the loss function of the deep Q- learning algo-
rithm with a new loss function called the Baikal loss function [60] [61] [62] and increas-
ing the agent’s training speed on selecting the optimal action greatly improves his/her 
ability to select the optimal QoS parameters in cloud computing environments. In the 
proposed method, an auxiliary task is added to the neural network, the loss function and 
the Baikal loss function are applied, and convergence speed is improved.

Fig. 9. The proposed model with an enhanced deep Q-learning
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9	 Conclusion

This paper briefly surveyed and described various models, frameworks, and methods 
used for improving QoS in SLA in a cloud computing environment. While some of the 
models provide high-level security measures for consumer data, other models provide 
penalizations on SLA violations. Additionally, other models increase the satisfaction 
level of the customers, while the rest of them, compared to other models, raise their 
level of performance. Moreover, some models improve several SLA QoS parameters. 
It is crucial to understand the role of the CSPs in providing all essential QoS services 
in the SLA, in order to design the SLAs between customers and CSPs, as it is expected 
that customers will receive all required services. 

In this paper, we suggested an enhanced model-based Deep Reinforcement Learning 
Agent (EDRLA). The agent of the proposed model will train the EDRLA to perform 
the best action and improve the learning process in the deep Q-learning algorithm. 
This improvement will be effective in the deep learning process of the agent’s training 
that focuses on the agent’s performance in selecting the best of the cloud computing 
requirements according to QoS, with having maximum rewards.

The proposed model EDRLA improves the selection of SLAs according to QoS 
parameters and selects the optimal CSP that offers the required services for the customer 
without any violations and predicts any violation for QoS in future. The future work 
is to implementing the new proposed EDRLA which is a combining model between 
deep reinforcement learning with GANs using KWOA to optimize the loss function 
for GANs after enhancing the loss function for GANs [63], and we will compare the 
experimental results between EDRLA with standard models containing the standard 
loss function for GANs.
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