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Abstract—Adaptive augmented reality (AAR) is the latest concept of the 
augmented reality that responds and adapts to a real-time context and the charac-
teristics of the users. This concept is said to provide adaptation of 3D augmented 
reality, better engagement and more emotional experience to the users. In AAR, 
the information is provided to the users through interaction tracking and sensor 
on the device. However, this technology is still in its infancy. Therefore, a study 
to explore positive ways of providing relevant information that can enhance user 
experience is urgently required. The objective of this paper is to identify the 
components of an AAR model for heritage mobile application. It is hypothesised 
that such model would enhance user experience and provide better engagement. 
Consequently, models from past studies on Augmented Reality, UX Design and 
storytelling are reviewed. Findings indicate that personalisation and emotion are 
among the important components. Inclusion of these components seems to allow 
users to be more engaged and inspired to learn about the cultural heritage, hence 
enhances user experience.
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1	 Introduction

Augmented Reality (AR) has lately been used in a variety of industries and contexts 
[1], [2]. It enables users to engage with computer-generated information while view-
ing the actual environment [3], [4] using smartphone, Head Mounded Display unit, 
or see-through glass devices. Nowadays, advancements in mobile phone technology 
allow AR technology to be better integrated into mobile phone. AR application also can 
digitally preserve the intangible and tangible heritage and cultural items [5]. Signage is 
typically used to provide information and a tale in a museum or historic site. However, 
AR is now feasible to provide more effective ways to experience the stories by “living 
through” them digitally [6]. For example, Liestøl [7] applied storytelling in Augmented 
Reality to recreate the historical event of the DDay assault on Omaha Beach. The AR 
application may be used in a variety of settings. AR applications must be able to adapt 
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to our continuously changing real-world environment. AR should develop into an intel-
ligent device capable of detecting the user’s preferences and surroundings [8]. Future 
AR should feature seamless registration, rich content, and an adaptive user interface 
[9]. The adaptive process in a mobile adaptive interface can occur in the context of 
the user, the environment, and the device itself [10], [11].

Since this technology is still in its infancy, research to investigate positive methods 
of giving relevant information that might increase user experiences is urgently needed 
[1], [12]. The AAR concept is to provide the user with a more adaptive and engaging 
augmented reality system. It could assist museum visitors in becoming more engaged 
in the exhibition or artefact of their choice [13]. Personalization and emotion are among 
crucial elements of digital storytelling. The purpose of using the element of personal 
and emotion engagement in a digital story is to immerse the listeners into the story [14], 
[15]. AR technology combined with digital storytelling elements is perceived as a ben-
eficial combination in presenting cultural heritage content to improve user experience.

2	 Literature review

2.1	 Augmented reality

Augmented Reality (AR) is overlaying virtual content (text, audio, video, 3D 
object) over a real-world view (through a monitor, cell phone, or head-mounted dis-
play) without replacing the real environment [16], [17]. Azuma et al. [16] identified 
these three features in the AR system: 1. real and virtual objects merged in a real envi-
ronment, 2. Interactive and real-time, 3. Alignment of the virtual and real object. By 
agreeing with Azuma, [18] describe an AR system as “one that combines real and 
computer-generated information in a real environment, interactively and in real-time, 
and that aligns virtual objects with physical ones.” AR is “an interactive, real-time 
direct or indirect view of a physical environment that has been enhanced by the super-
imposing of computer-generated sensory information, such as images, sounds, videos, 
and haptics.” [19]. These definitions have linked AR to terms like interactive, real-time, 
and merging with virtual contents to enrich the information of the physical world. The 
size of AR gadgets, such as mobile phones and Google Glass, have shrunk as technol-
ogy has advanced. AR was only commonly used in the military and aircraft industry 
before being made available to the general public. When adaptive been featured in AR, 
it provides additional benefits when applied in a variety of fields.

2.2	 Adaptive augmented reality

Adaptive Augmented Reality (AAR) is an augmented reality application that pro-
vides valuable and effective real-time information based on the user’s unique character-
istics, interests, and context [13], [20]. [10] study AAR in the conception of plasticity in 
HCI. They are trying to produce an AR application that able to “foster functional ability, 
ease of use and portability”. The AAR concept here is applied in “size of augmentations, 
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the illumination level of the scene and ambient noise”. The application able to adapt the 
size of the augmented object is adjusting accordingly base on the distance, tune the illu-
mination on the scene to suit on the lighting of the environment and leveling the sound 
depend on the noise around the area. The adaptability in AR is similarly discussed by 
[9], addressing that in the future AR should be able to adjust the 3D object’s contrast 
accordingly to the environment lighting level. Mobile phones now have built-in sen-
sors that help improve adaptability in mobile AR. Mobile phone sensors can be used 
to acquire data about the user, the environment, and the device. The sensor input can 
happen explicitly or implicitly.  According to [11], explicit modalities are methods by 
which the system receives input from users through gesture, speech, touch, or other 
means. Implicit modalities are information of environment changes (such as tempera-
ture, noise, light) and changes of the device (such as battery, orientation, time). For 
example, a user’s current location could trigger POI based on the GSP sensor. As for 
the environment in low-light conditions, the screen illuminance will be increased to 
provide a clearer image on the screen. The AR display screen can be adjusted based 
on the mobile device’s orientation (either landscape or portrait) in terms of the device. 
[21] conducted research to improve the information offered to museum visitors based 
on their psychological state during their visit. Sensors are used to monitor to be tailored 
to the visitor’s level of engagement and interest. Their work has been a game-changer 
for AAR in the field of heritage.

AAR for culture heritage. The ARtSENSE project is one research conducted on 
AAR in the context of heritage [22]. This research consists of five academic researchers 
(from various fields), two from industries, and three representatives of museum from 
France, Spain, and United Kingdom. This research they are developed an AR guide to 
assist visitors in art museums. The main objective of this research is to prove an AR 
guide that can enhance the visiting experience by providing augmented content based 
on users’ interests. The prototype was developed to provide visitors with multimedia 
information based on the interpretation of three sensors: visual, audio, and psycho-
physiological. In this way, the information presented to the visitor is custom to each 
individual. The system suggested the suitable contents to the user accordingly based 
on the data collected captured from the sensors. More related multimedia information 
is presented when visitors show signs of appeal; else, an alternative will be prompted 
based on the preference. This project claims not just to enhance the visiting experience 
of the museum visitor. However, it also a tool to collect and provide data on cognitive 
and learning in informal learning environments is experienced [13].

2.3	 UX design process model

Hammady et al. [23] presented a User Experience (UX) model of marker-less aug-
mented reality application implemented at the museum in England and Egypt. The 
model is a framework for developing augmented reality (AR) apps for museums to offer 
the best possible user experience while visiting the museum. As shown in Figure 1, this 
model comprises three key phases: requirements, design, and evaluation.
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Fig. 1. UX design process model

The requirements phase is the initial stage of that model. This phase is critical for 
gathering essential information such as the application’s objective, identifying the room 
size, getting relevant and appropriate content, developing and designing skills, and, last 
but not least, defining UX aspects.

The following step is the design phase. This stage focuses on attaining the desired 
impact of the user experience based on the requirements specified in the previous stage. 
First, understand the primary function and methods for achieving it. The platform, UI 
elements, scenario, and events included in the application are then identified. The third 
phase is to brainstorming for the elements mentioned in the previous stage. In phase 
four, designing, the ideation is put into action. The user interface (UI), buttons, inter-
actions, and theme creative are designed with the user experience (UX) in mind. The 
prototype was then tested for flaws and errors at the end of this step. The evaluation 
step is the model’s last stage. Experts were involved in evaluating and commenting on 
the prototype, which used qualitative and quantitative methods. Finally, in this study, 
the UX design process model can be applied to construct the prototype. The UX aspects 
will be crucial components in compelling the user to use the AR application in the 
historical site.

2.4	 Digital storytelling core elements

The digital storytelling conceptual model comprises core elements as a guideline 
for producing digital storytelling (DST), which can be interactive or non-interactive 
[24]. As depicted in Figure 2, the core elements are divided into four distinct clusters 
(construction, appeal, origin, and interaction), and each element plays a significant part 
in both types of storytelling. Considering that storytelling in AR also can be interac-
tive or non-interactive, the conceptual model is considered in this study. There are 
eight elements in the Construction cluster: minimal, perspective, dramatic question, 
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significant content, story map, soundtrack, tempo, and articulation. The elements in this 
cluster are related to the content creation of the digital story.

Essentially, minimal in DST recommend that a story not be too long by compos-
ing the crucial content of the story and dismissing the irrelevant. Perspective is about 
the attempt of DST to convey a certain message from the standpoint, whether in first 
person or third person viewpoint. Dramatic question is an element about establish-
ing a question that creates suspense in the digital storytelling to keep the audience’s 
attention from the beginning until the story finishes. Significant content in DST refers 
to the story as the primary focus, with multimedia being used to highlight the story’s 
essence and substance. The story map indicates that a DST should have the classic arc 
of storytelling: beginning, middle, and closure and the elements of tension, conflict, and 
resolution. The soundtrack element suggests a sensible and cautious use of music as a 
supportive element in digital storytelling since music can evoke audiences’ emotions. 
The element tempo talks about the rhythm and beat of the story, which might impact the 
audience’s interest and retention of the digital story. Lastly, articulation is the concern 
that using the digital storyteller’s voice in telling the story would have a more signifi-
cant influence on the DST.

Fig. 2. Conceptual model of DST (Tenh, 2013)

Appeal was designed to impact viewers’ experience toward the digital story, and 
there are three elements: personal, expression, and engagement. The element per-
sonal in DST suggested that the story should be a personal tale of the storyteller in 
order for people to feel affection for his life. Next, expression is mainly concerned 
with transmitting messages or information in particular DST situations without nar-
ration. Alternatively, symbolism and metaphor can be employed to be interpreted by 
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the audience. Then, engagement is the element of engaging and capacity of a story to 
captivate an audience through emotion or content, to the point that the story feels real 
to them. Element of emotion is a factor that encourages users to engage with the appli-
cation, resulting in increased trust and enjoyment from using it [25].

The next cluster is Origin that focuses on elements that establish the story. Two 
elements in the cluster are intention and the element ‘user contribution’ belonging to the 
Interaction cluster. The element intention means a digital story begins with a purpose 
by the digital storyteller, which will be disclosed at the finale. In contrast, the element 
user contribution allows the audience to participate in the DST content development 
process.

The other element in Interaction cluster is collaboration. Both elements in this 
cluster imply that the audience interacts with digital storytelling by giving input that 
helps shape the story. Comparably, collaboration is more about interacting with other 
users to create and experience digital storytelling.

2.5	 AAR core components

Shiratuddin and Tenh [26] examined several previous works on adaptive augmented 
reality to establish the adaptive concept’s core knowledge elements. Components of 
such a concept were gathered and offered a formal definition using model analysis, 
covering four models.These four models are A2R Museum Augmentation Model by 
Damala and Stojanovic [13], Conceptual framework for Adaptive Multimodal Inter-
faces in Mobile Augmented Reality by Abidin, Arshad, and Shukri [11], Conceptual 
framework for Adaptive Augmented Reality by Tenemaza et al. [20] and last but not 
least, i- ARA Adaptive Augmented Reality by Hervás et al. [27].

As shown in Table 1, user profiles, media, interaction, environment data, and device 
components are all included in each AR model. All of the previously stated models 
include the User Profile and Environment elements as adaptive augmented reality com-
ponents. User information (such as age, gender, and height) and physiological con-
dition are acquired to identify the users’ characteristics or interests. The augmented 
content is typically based on the characteristics of the multimedia contents (images, 
videos, animations, text, audio comments, sounds, and 3D objects). Depending on the 
device used to interact with the content, interaction can take the form of gesture, word, 
touch, or sight. To enable this, the majority of models make use of the device’s sen-
sors. In the case of a mobile phone, sensor data (camera, GPS, compass, and other) 
was utilised to adapt relevant information about an intriguing object, location, or even 
a person. The core components of adaptive apps are the environment (EV) and user 
personalization (UP).

EV refers to changes in the visual, audio, and interactivity elements of the content 
being displayed. The user model focuses on UP, which involves sensing users’ data 
to react to EV and pre-planned scenarios. Adaptivity can be applied with users’ data 
such as age, gender, and height. Other components (OC) are defined by the service or 
device layers.
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Table 1. AAR components comparative analysis

Core  
Elements

Model

EV
Medium, Media, 

Interaction, Context 
(Storytelling)

UP
Biodata e.g., 
Age, Gender, 
Height, etc.

OC
Service, Network, Devices

A2R Museum 
Augmentation Model
Damala & Stojanovic 
(2012)

Digital multimedia 
contents
Gaze and gesture-
based interaction

Bio sensing
Visual sensing
Audio sensing

Devices Sensors:
Sensors from AR see-
through glasses, Headset and 
microphone

Adaptive Multimodal 
Interaction in Mobile 
Augmented Reality 
Framework
Abidin, Arshad, & 
Shukri (2017)

User input gesture, 
speech, touch

Adaptation 
module

Devices Sensors:
Environment changes 
e.g: Temperature, noise, GPS
Mobile device changes 
e.g: battery,  orientation, time

Adaptive Augmented 
Reality Model 
Tenemaza, et al. (2015)

Interaction model
Environment model
Content model

User modeluser 
profile, motion, 
objective task, 
knowledge/
interest

Devices Sensors:
Context model contain the 
information provided by device 
sensors. (GPS, the compass, 
the image recogniser, the touch 
screen, etc.)

Context-awareness 
Adaptive AR Model
Hervás et al. (2013)

Augmented Object - 
multimedia

User ontology 
user profile

Devices Sensors:
compass, accelerometer

Source: Shiratuddin and Tenh [26].

Result of analyzing these four models, the researchers proposed the core elements of 
Adaptive Augmented reality as:

	 A2R = {EV, UP, OC}�

Where
	 EV = {medium, media, interaction, context}
	 UP = {bio data such as age, gender, height, etc.}
	 OC = {service, networked, devices}

& whenever sensors are available, the UP adaptive Component makes use of such 
sensors.

& context in EV refers to how creative the story telling is applied

2.6	 Method

In this study, models from past studies on Augmented Reality, UX Design and 
Storytelling are scrutinised in order to identify the components that can enhance user 
experience and provide better engagement. Through model analysis, three past models 
were considered: AAR core components, DST core elements, and UX Design. Compo-
nents from these models were aligned to be composed as one.
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Summary. As depicted in Figure 3, the EV component for AAR is closely linked 
to the elements of DST in Interaction cluster, Appeal cluster, and Construction cluster. 
The EV components are dealing with the visual, audio, and interactivity elements of 
the content being displayed; while the three elements in cluster of appeal is to give 
impact the experience of viewers toward digital story, and the elements in the cluster 
of construction is related to the content creation of the digital story. Furthermore, in 
the context of DST, interactive elements meant the audience could interact and provide 
input to shape the story. User-content creation is one of the interactions that users can 
perform in mobile AR [28]. The user can view or interact with the AR content and 
takes on the role of creator to create virtual information. The user can be a creator of 
augmented reality material at the location and then post his or her information to the 
public using a mobile phone. As a result, users can collaborate with other users to build 
up details about their present location. On the other hand, the User Experience design 
model proposed by Hammady et al. [23] is adapted for designing the prototype or the 
actual application.

Fig. 3. Components of AAR, DST and UX design
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3	 Conclusion

AAR is a relatively new concept that has evolved from prior AR technologies. The 
emergent of AAR offer the opportunity to create more powerful augmented reality 
application where by the appropriate content will be display based on characteristic of 
users and real-time context. The objective of this paper is to identify the components 
of an AAR model that could enhance the user experience and engagement by including 
the elements of digital storytelling and adapting the UX design model for augmented 
reality. As a result, models from previous research on Augmented Reality, UX Design, 
and DST are examined. Hopefully by including these components could formulate a 
model that help heighten the engagement and user experience. On the other hand, this 
model is an initial model that not yet been tested empirically which can be done to 
testify proposed hypothesis.

4	 Acknowledgment

This research was supported by Minister of Higher Education (MoHE) of Malaysia 
through Fundamental Research Grant Scheme (FRGS/1/2018/WAB02/UUM/01/1).

5	 References

	 [1]	J. Keil et al., “A digital look at physical museum exhibits: Designing personalized Sto-
ries with Handheld Augmented Reality in Museums,” in Digital Heritage International 
Congress (DigitalHeritage), 2013, 2013, vol. 2, pp. 685–688. https://doi.org/10.1109/
DigitalHeritage.2013.6744836

	 [2]	G. Kipper and J. Rampolla, An Emerging Technologies Guide to AR First Edition. Syngress/
Elsevier, 2013. 

	 [3]	F. Vera, J. A. Sánchez, and O. Cervantes, “Enhancing User Experience in Points of Inter-
est with Augmented Reality,” International Journal of Computer Theory and Engineering, 
vol. 8, no. 6, pp. 450–457, 2016. https://doi.org/10.7763/IJCTE.2016.V8.1088

	 [4]	Y. Yuan, Y. Xinlai, and S. Yan, “Research on the Design and Production of Digital Ani-
mation Based on Unity3D - Centered on the Theme of the Idiom Story the Dream in the 
World of Lute,” Journal of Physics: Conference Series, vol. 1098, no. 1, 2018. https://doi.
org/10.1088/1742-6596/1098/1/012002

	 [5]	F. N. Mohd Sabri, N. Z. Khidzir, A. R. Ismail, and K. A. Mat Daud, “An Exploratory 
Study on Mobile Augmented Reality (AR) Application for Heritage Content,” Journal of 
Advanced Management Science, vol. 4, no. 6, pp. 489–493, 2016. https://doi.org/10.18178/
joams.4.6.489-493

	 [6]	O. Bimber, L. M. Encarnação, and D. Schmalstieg, “The Virtual Showcase as a New Plat-
form for Augmented Reality Digital Storytelling,” in Proceedings of the workshop on Vir-
tual environments 2003, 2003. https://doi.org/10.1145/769953.769964

	 [7]	G. Liestøl, “Augmented Reality Storytelling: Narrative Design and Reconstruction of a 
Historical Event in Situ,” International Journal of Interactive Mobile Technologies, vol. 13, 
no. 12, pp. 196–209, 2019. https://doi.org/10.3991/ijim.v13i12.11560

	 [8]	D. Stricker and G. Bleser, “From Interactive to Adaptive Augmented Reality,” 2012. https://
doi.org/10.1109/ISUVR.2012.15

iJIM ‒ Vol. 16, No. 02, 2022 25

https://doi.org/10.1109/DigitalHeritage.2013.6744836
https://doi.org/10.1109/DigitalHeritage.2013.6744836
https://doi.org/10.7763/IJCTE.2016.V8.1088
https://doi.org/10.1088/1742-6596/1098/1/012002
https://doi.org/10.1088/1742-6596/1098/1/012002
https://doi.org/10.18178/joams.4.6.489-493
https://doi.org/10.18178/joams.4.6.489-493
https://doi.org/10.1145/769953.769964
https://doi.org/10.3991/ijim.v13i12.11560
https://doi.org/10.1109/ISUVR.2012.15
https://doi.org/10.1109/ISUVR.2012.15


Paper—Components of Adaptive Augmented Reality Model for Heritage Mobile Application

	 [9]	T. Langlotz, T. Nguyen, D. Schmalstieg, and R. Grasset, “Next-generation Augmented Real-
ity Browsers: Rich, Seamless, and Adaptive,” Proceedings of the IEEE, vol. 102, no. 2, 
pp. 155–169, 2014. https://doi.org/10.1109/JPROC.2013.2294255

	[10]	N. Ghouaiel, J.-M. Cieutat, and J.-P. Jessel, “Adaptive Augmented Reality: Plasticity of 
Augmentations,” 2014. https://doi.org/10.1145/2617841.2620695

	[11]	R. Z. Abidin, H. Arshad, and S. A. isyah A. Shukri, “A Framework of Adaptive Multimodal 
Input for Location-Based Augmented Reality Application,” Journal of Telecommunication, 
Electronic and Computer Engineering, vol. 9, no. 2–11, pp. 97–103, 2017. 

	[12]	R. Hervás, J. Bravo, A. García-Lillo, J. Fontecha, and V. Villarreal, “Ontological Con-
text-Awareness for Adaptive Augmented Reality,” 2011. 

	[13]	A. Damala and N. Stojanovic, “Tailoring the Adaptive Augmented Reality (A 2 R) museum 
visit: Identifying Cultural Heritage professionals’ motivations and needs,” in Mixed and Aug-
mented Reality (ISMAR-AMH), 2012 IEEE International Symposium on, 2012, pp. 71–80. 
https://doi.org/10.1109/ISMAR-AMH.2012.6483992

	[14]	J. Lambert, Digital storytelling: Capturing lives, creating community, 2nd ed. Digital Diner 
Press, 2006. 

	[15]	J. B. Ohler, Digital storytelling in the classroom: New media pathways to literacy, learning, 
and creativity. Corwin Press, 2008. 

	[16]	B. Azuma, R., Baillot, Y., Behringer, R., Feiner, S., Julier, S., & MacIntyre, “Recent 
Advances in Augmented Reality,” IEEE computer graphics and applications, vol. 21, no. 6, 
pp. 34–47, 2001. https://doi.org/10.1109/38.963459

	[17]	P. Milgram, H. Takemura, A. Utsumi, and F. Kishino, “Augmented Reality: A Class of Dis-
Plays on the Reality-Virtuality Continuum,” in Telemanipulator and telepresence technolo-
gies, 1994, vol. 2351, pp. 282–292. https://doi.org/10.1117/12.197321

	[18]	T. H. Höllerer and S. K. Feiner, “Mobile Augmented Reality,” in Telegeoinformatics: Loca-
tion-Based Computing and Services, 1st ed., H. Karimi and A. Hammad, Eds. Boca Raton, 
2004, pp. 187–216. https://doi.org/10.1201/b12395

	[19]	B. Dudzik, “Visitor Perceptions of Augmented Reality in Science Museums,” University of 
Washington, 2018. 

	[20]	M. Tenemaza, A. De Antonio, and J. Ramírez, “The user model, vocabulary and logical 
architecture for Adaptive Augmented Reality,” Proceedings of the 7th Latin American 
Conference on Human Computer Interaction, CLIHC 2015, pp. 1–8, 2015. https://doi.
org/10.1145/2824893.2824901

	[21]	A. Damala, T. Schuchert, I. Rodriguez, J. Moragues, K. Gilleade, and N. Stojanovic, 
“Exploring the Affective Museum Visiting Experience: Adaptive Augmented Reality (A2R) 
and Cultural Heritage,” International Journal of Heritage in the Digital Era, vol. 2, no. 1, 
pp. 117–142, 2013. https://doi.org/10.1260/2047-4970.2.1.117

	[22]	A. Damala, N. Stojanovic, T. Schuchert, J. Moragues, A. Cabrera, and K. Gilleade, “Adap-
tive Augmented Reality for Cultural Heritage: ARtSENSE Project,” in Progress in Cultural 
Heritage Preservation. EuroMed 2012. Lecture Notes in Computer Science, vol. 7616, C. R. 
Ioannides M., Fritsch D., Leissner J., Davies R., Remondino F., Ed. 2012, pp. 746–755. 
https://doi.org/10.1007/978-3-642-34234-9_79

	[23]	R. Hammady, M. Ma, and A. Powell, “User Experience of Markerless Augmented Real-
ity Applications in Cultural Heritage Museums: ‘MuseumEye’ as a Case Study,” in Inter-
national Conference on Augmented Reality, Virtual Reality and Computer Graphic, 2018, 
vol. 10851, pp. 349–369. https://doi.org/10.1007/978-3-319-95282-6_26

	[24]	H. K. Tenh, “Conceptual model of digital storytelling (DST),” Universiti Utara Malaysia, 
2013.

26 http://www.i-jim.org

https://doi.org/10.1109/JPROC.2013.2294255
https://doi.org/10.1145/2617841.2620695
https://doi.org/10.1109/ISMAR-AMH.2012.6483992
https://doi.org/10.1109/38.963459
https://doi.org/10.1117/12.197321
https://doi.org/10.1201/b12395
https://doi.org/10.1145/2824893.2824901
https://doi.org/10.1145/2824893.2824901
https://doi.org/10.1260/2047-4970.2.1.117
https://doi.org/10.1007/978-3-642-34234-9_79
https://doi.org/10.1007/978-3-319-95282-6_26


Paper—Components of Adaptive Augmented Reality Model for Heritage Mobile Application

	[25]	A. Dirin, T. H. Laine, and A. Alamäki, “Managing Emotional Requirements in a Con-
text-aware Mobile Application for Tourists,” International Journal of Interactive Mobile 
Technologies, vol. 12, no. 2, pp. 177–196, 2018. https://doi.org/10.3991/ijim.v12i2.7933

	[26]	Norshuhada. Shiratuddin and H. K. Tenh, “Defining Core Knowledge Elements of Adaptive 
Augmented Reality (A2R) through Conceptual Model Analysis,” in Knowledge Manage-
ment International Conference (KMICe)2021, 2021, pp. 284–289. 

	[27]	R. Hervás, J. Bravo, J. Fontecha, and V. Villarreal, “Achieving Adaptive Augmented Reality 
Through Ontological Context-Awareness Applied to AAL Scenarios,” Journal of Universal 
Computer Science, vol. 19, no. 9, pp. 1334–1349, 2013. 

	[28]	N. Li and H. B.-L. Duh, “Cognitive Issues in Mobile Augmented Reality: An Embodied 
Perspective,” in Human Factors in Augmented Reality Environments, 2013, pp. 109–135. 
https://doi.org/10.1007/978-1-4614-4205-9_5

6	 Authors

Tenh Hock Kuan is a multimedia lecturer at Universiti Malaysia Kelantan (UMK), 
Faculty of Creative Technology and Heritage, 16300 Bachok, Kelantan, Malaysia. 
Currently, he is also pursuing Phd in Multimedia studies at Universiti Utara Malaysia 
(UUM). He can be contacted at kuan.th@umk.edu.my

Prof. Dr. Norshuhada Shiratuddin is a Professor in the School of Multimedia 
Technology and Communication, College of Arts and Science, UUM. She completed 
all her tertiary education in the UK. She obtained a PhD in Computer and Informa-
tion Sciences (Uni. of Strathclyde, Glasgow), MSc Info. Tech (Uni. of Nottingham) 
and BSc (Hons.) Maths, Statistics and OR Computing (Uni. of Manchester). She is 
actively involved in research and publication, both internationally and nationally. Her 
research interests are in Design Research, Software Engineering, Multimedia, Media 
and eLearning Studies. She has published 3 books, more than 40 journals and 100 
articles, modules, book chapters and monographs. She has served at least 50 times as 
the External Examiners to PhD and MSc students. She has also successfully super-
vised 100 postgraduate and undergraduate students, and taught Research Methodology, 
Usability Engineering, Internet Applications and Media Design. She has served in more 
than 50 committees and journal editorial boards. She can be contacted at shuhada@
uum.edu.my

Article submitted 2021-10-05. Resubmitted 2021-11-02. Final acceptance 2021-11-02. Final version 
published as submitted by the authors.

iJIM ‒ Vol. 16, No. 02, 2022 27

https://doi.org/10.3991/ijim.v12i2.7933
https://doi.org/10.1007/978-1-4614-4205-9_5
mailto:kuan.th@umk.edu.my
mailto:shuhada@uum.edu.my
mailto:shuhada@uum.edu.my

