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Abstract—LoRaWAN wireless communication channels are often impacted 
by noise and interference over long-range causing loss of a received signal. One 
of the main drawbacks of using existing propagation models is less accurate as 
these models in designing the communication link are tailored to simplify the 
estimation. In this paper, an artificial intelligent real time path loss model is pro-
posed. It is capable of processing complex variables over a short period of time. 
Providing it with enough data, the model is able to learn channel behavior and 
predict the path loss accurately. Results of the model are benchmarked against 
classical statistical curve fitting models where RMSE values are also compared 
and indicating that the artificial intelligent model has better accurate prediction.

Keywords—artificial neural network, LoRAWAN channel, artificially 
intelligent, LoRa propagation loss models

1	 Introduction

Current LoRa propagation loss models are developed based on the free-space loss 
equation. To simplify calculation, some parameters were ignored during the develop-
ment of these models resulting in less accuracy prediction.

Generally, the development of any path loss propagation model is mainly weather 
dependent. Thus, different environments will have different weather conditions 
resulting in different model parameters. In this work, LoRa propagation loss model is 
developed at the IIUM campus. The campus has typically tropical climate conditions. 
In such an environment, the propagation loss is mainly due to forest (foliage effect) and 
building around the campus. Therefore, the evaluation of the Neural Network (NN) is 
observed in the part of the experiment to develop the best fit model that can produce 
accurate prediction for the LoRa network at IIUM.

LoRa technology was first developed in 2009. LoRa network’s operational frequency 
varies from one site to another depending on the region which is installed. For example, 
the operational frequency of LoRa in Europe is 433 MHz, 868 MHz & 915 MHz which 
are ISM radio bands. The Medium Access Control (MAC) protocol for LoRaWAN is 
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allowing several receiver terminals to communicate within a gateway. Moreover, the 
protocol mechanism can control transmitted data packets by shared channels [1].

NN consists of many algorithms that is often produced by training a set of raw data 
that is modelled based on the human brain. NN are capable of processing big data 
depending on inputs. Furthermore, NN can also compute large amounts of complex 
data quickly and accurately. One of the main applications of NN is prediction of path 
loss propagation.

Several popular propagation loss models will be reviewed as the benchmark for the 
implementation of the NN in LoRa propagation, the Okumura Hata Model (OHM), Lee 
Model (LM), and Stanford University Interim (SUI) Model.

2	 Propagation path loss models

2.1	 OHM

The Okumura Model (OM) is mainly used for determining the path loss for Mobile 
Cellular Network (MCN). With 150 MHz to 1920 MHz frequency range, the Okumura 
model can operate over a range of 1 km to 100 km distances in the urban areas. More-
over, this model is able to cover a base station antenna(BSA) at a distance of 30 m 
to 100 m [2]. Okumura model is one among the few early models for MCN, with its 
simplicity and accuracy. The OM, however, has some drawbacks in the use of compu-
tational predictions. The Hata model (HM) was introduced in the place of OM in order 
to overcome the limitations.

The development of OM has been carried out by Hata to introduce the OHM which 
is widely used in the urban area. The developed model takes into account the losses due 
to different effects such as shadowing, reflection, diffraction, and scattering of propa-
gated signals [3]. The HM expression is defined as below:

HM used for urban areas:
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Where, hB = the height of BSA, hM = the height of MSA, CH = the ACF, and d = the 
link distance between BSA and MSA.
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For outdoor propagation of outskirts areas, the HM can be as follows:

	 L L f fs u� � � �4 78 18 33 40 942. (log( )) . log( ) . � (4)

LM. The model is easy to use and gives an accurate result. Moreover, the Lee 
propagation model takes suitability into account and its antenna height correction factor 
(ACF) has been modified for easy use in local climate conditions [4]. The Lee path loss 
propagation model is expressed as follows, where Lo is the median path loss (MPL) at 
1 km length, γ  is the slope of the (path lose curve) PLC in dB per decade; and G is the 
gain in antenna.
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The adjustment factor, Fo can be express as follow:
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2.2	 SUI’s model

The SUI model was introduced by a Stanford University researchers and is intended 
to be used for <11 GHz frequencies. And, it has three terrains that are split depending 
on the intensity of loss in path. The Terrain A is used for the highest impact of leafage, 
whereas Terrain C is utilised for lowest impact [5]. The SUI propagation model is 
expressed as below:
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Where, the parameter s = log normally distributed factor that vary between 8.2 dB 
and 10.6 dB.

Table 1. Terrains parameter
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2.3	 Propagation loss for artificial neural network (ANN)

The ANN-based model approaches combine the merits of deterministic and empir-
ical models. In general, the combination of the two models allows a more accurate 
loss prediction but it will take more time to implement. The dominant strength in NN: 
allows ANN to calculate enormous computational capacity of massive data with resil-
ience to different climatic zones. This is particularly due to its unique ability to model 
a complex nonlinear functions.

The design of ANN often follows the connections between a set of neurons with 
another layer. For instance, ANN feedforward, neurons in the same layer will not be 
able to connect to each other. A multilayer perceptron for the FF-ANN generally com-
prises an input layer pursued by one or more hidden layers to generate an output. The 
connected neurons must possess a weighting factor which describes the robustness of 
the connection to minimize the error.

The disadvantage of the Feed-Forward ANN occurs when the model is overtrained 
and often during analysing non-complex structures. This drawback is resulting in unsus-
tainable input, which has different characteristics from the training set. To overcome 
such a complicated structure, the easy algorithm which called a Back-Propagation 
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ANN was developed. Nevertheless, data selection is still a focal point to obtain a high 
accurate of path loss result. According to different models that were developed with 
this ANN or Back-propagation ANN, the result shows the mean square error (RMSE) 
of 5 dB very accurately [6].

3	 Methodology

The LoRaWAN RF1276 module was developed at a low cost. The module can 
transmit signal that covers up to 5 km distance with high-performance transparency. 
On top of that, it is an ultra-low-power consumption wireless module for the operating 
frequencies of 169 MHz, 433 MHz, 869.5 MHz, and 915 MHz.

The antenna is connected by a coaxial cable and is used in both receiver and trans-
mitter terminal. For a larger coverage area, a higher antenna gain is required. The used 
antenna should be able to operate at 869 MHz frequency with a sensitivity gain of 
5 dBi.

3.1	 Measurement

The transmitter module was placed at the highest point in the dormitory building of 
Mahallah Ruqayyah on IIUM Gombak university campus. The height of the transmit-
ter was measured 30 meters above the ground. In contrast, the receiving antenna was 
placed 1.5 meters above the ground. For data collection, the receiver terminal must be 
placed away from its base station. The separation link between both the receiver and 
the transmitter terminal was measured over every meter starting at 10 meters up to 
1 km [8].

Four various data sets were collected from various module designs. The frequency is 
set to 869 MHz by default with an output power of 25 dB at 9600 bps. Figure 1a shows 
the experimental setup of LoRaWAN. Figure 1b shows the configuration tool for the  
RF tool TTL-UART software interface for the RF1276 modem.

Fig. 1a. LoRaWAN hardware experimental setup
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Fig. 1b. RF1276 RF tool for configuring the module settings of the LoRaWAN modem

The following Table 2 shows different LoRa module transmission settings:

Table 2. Different settings LoRa module

3.2	 Training data

There has been interestingly few studies on the use of machine learning and deep 
learning models with LoRa RSS datasets in the literature [9–10]. There are four sepa-
rate data sets based on different RF factors and bandwidths. Only two data sets are used 
in training the model and the rest of datasets are used for testing the model.

To create the NN model, defining the activation function, several layers, and neurons 
are needed. These parameters play a fundamental role in determining the performance 
of the model. The selection process of the best parameter for the proposed model is 
certainly made using the lowest possible RMSE.

There are 3 models generated using ANN. The first model simply used two inputs. 
The second model used bandwidth and RF factor as inputs instead of using the Sn 
number. And the latter model named as a hybrid-model and it used the propagation loss 
model as an input.
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Table 3. Models proposed

3.3	 Testing proposed model

Depending on the required input to examine the model, a different dataset is then 
compiled. Next, the result of the propagation loss is analysed. The RMSE must be 
calculated for evaluation purposes. RMSE can define the error boundary as it penalizes 
the big error: overshoot or undershoot. RMSE can be expressed as follows:
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4	 Findings

The comparison of performance evaluation of the proposed model are mainly 
focused on the accuracy of the data characteristics. The proposed model aims to be 
able to predict the loss of outdoor propagation on the IIUM campus. The obtained 
result of the received signal strength indicator (RSSI) was very poor, generally exceed-
ing 100 dBm at an output power of 20 dBm. This poor performance is due to the 
effect of foliage in a tropical environment. To improve the propagation performance, 
the operating frequency is set to 868 MHz. That is the optimum frequency to avoid the 
interference with the GSM 900 MHz frequency.

4.1	 Proposed model

The most accurate activation function was selected by comparing the value of 
root mean square error (RMSE). The activation function comparison test was carried 
out several times on various measured data sets. The test results are shown in the 
following table.
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Table 4. Activation function comparison test

To enhance this propagation model, the activation function with the lowest RMSE 
value was chosen. The activation function is connected to every neuron to obtain the 
weight based on the input. At present work, the activation function of the hyperbolic 
tangent (tanh) with the lowest RMSE tested 12.54 dB, was selected in order to develop 
the proposed model. The tanh function derived from the sigmoid function that works 
much better.

In addition, the test was carried out to estimate number of network layers and nodes 
needed. Based on the test result below, increasing the number of layers may greatly 
bring down the RMSE value. The 1st layer has 32 neurons, and the 2nd layer can be 
ether consist of 32 or 16 neurons to achieve a 10 dB RMSE result. However, reducing 
the number by using the 16 neurons instead of the 32 neurons in the 2nd layer can 
reduce the size of the model by 2 KBs.

Table 5. Number of layers and neurons test result

The proposed model consists of these parameters:

1.	 The activation function is hyperbolic tangent.
2.	 Number of layers: two layers (16–32 Neurons).
3.	 The optimization Algorithm is Stochastic Gradient Descent.
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All three models were trained for 50,000 epochs and two datasets were used. These 
datasets were divided into 2 – training data and validation data. Training data was used 
to update the network weight while validation data was used to evaluate the model 
performance for the current dataset.
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4.2	 Model 1

Fig. 2. Model 1 testing graph and validation error distributions

The first model was designed with 2 inputs to predict the same RSSI. The model 
was trained for 50,000 epochs. The training result fluctuated around 20–25 RMSE. 
Figure 2 above shows the training process plot that took place over time and the error 
distribution for the validation set. The most frequent error value falls below 1 dBm, 
which is good. However, some errors are very high, which occur 3 times with a value 
above 8 dBm.

100 http://www.i-jim.org



Paper—ANN-based LoRaWAN Channel Propagation Model

4.3	 Model 2

Fig. 3. Model 2 testing graph and validation error distributions

The second model accepts 3 inputs, which is expected to work much better as it can 
differentiate between the RF and bandwidth differences. The training process gives 
very consistent results between 23–26 RMSE. Compared to the first model, the current 
model’s performance does not exceed the expectation as it produces about similar error 
deviation.

The validation test result has shown a very consistent RMSE evaluation. From 
Figure 3 above, the error frequently distributed below 4 dBm and only one reading 
that gives a very high error above 10 dBm. The RMSE value for the validation test is 
17.62 dB, which is much lower compared to the training process. This indicates that the 
constructed model works best for this set of data tests.
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4.4	 Model 3

Fig. 4. Model 3 testing graph and validation error distributions

The third model (hybrid model) was designed to accept 6 inputs, and 4 of these 
inputs were taken from the benchmark’s path loss prediction. The benchmarks consid-
ered are the OHM, the SUI model and the LM. This model should take advantage of the 
benchmark model to improve the proposed model.

This model improves significantly according to Figure 4 as the training error devi-
ated from 15–16 RMSE. This model produces the least error compared to the first and 
second models. The following validation test shows a very good result, 4.51 RMSE. 
The error distribution did not exceed 5 dBm. Most validation results show that the error 
is typically falls below 3 dBm.

In general, the training result for these three models is between 15 and 26 dB RMSE. 
This error value is considered a bit high due to the random multipath spikes of the mea-
sured RSSI dataset value (training output). As a result, the train network cannot suggest 
the appropriate weight that contributed to this value. However, the model can be further 
enhanced by providing inputs that can respond to this error.
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4.5	 Benchmark

To assess the capabilities of this model, a test was conducted to find out how it 
responds to other data sets. To test data with distinct, the rf factor and bandwidth were 
used. This method is easy to do because the size of the model is only about 21.2 Kbytes 
and no additional steps are required.
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Fig. 5. Sn2 dataset prediction comparison

Figure 5 shows the first tests results. The proposed model shows good results. Of 
all the models shown below, the suggested model and the Okumura-Hata are in close 
agreement to actual value. Results showed the output power of proposed model ranges 
from 140 dB to 175 dB. Conversely, the performance of the OHM fluctuates from 
100 to 130 dB. This observation indicates that the ANN model is far more efficient than 
the classic OHM since the measured data is quite close to the 150 dB limit.

Then the build model was tested with the second data set. The results of this test 
are shown in Figure 6 below. Overall, the design performance outperforms the other 
models.
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As a result, the proposed ANN model predicts the path loss to vary from 140 to 
174 dB. Figure 6 shows that the OHM is closer to the measured data, Whereas the Lee 
and SUI models had a huge gap. This is due to evere degradation during channel prop-
agation that has attenuated the signal with great loss.

4.6	 RMSE

For every PLM, the RMSE was calculated to for the evaluation these models. The 
RMSE value can determine the percentage of overshoot and undershoot over a wide 
range, as it penalizes large errors. Therefore, it is more suitable to use in evaluating the 
performance of the path loss.

Table 6. Different LoRa modules settings

Table 7. Different LoRa module settings

From Tables 6 and 7 above, few points need to be noted. The proposed model per-
formed well as compared to other models. The RMSE value obtained is less than 14. 
Conversely, error values of other models are very high. As a matter of fact, the lower 
values of RMSE, the better the performance is. The typical RMSE values are between 
12 to 15 dB [7].

5	 Conclusion

In conclusion, the obtained results indicate that the ANN proposed propagation 
model provides accurate predictions compared to the other path loss models. As men-
tioned earlier, predicted models can predict outperform than benchmarks by a wide 
margin. The developed model is able to predict losses as low as 12 dB. However, 
obtained results of the ANN training as well as the validation process showed losses 
values as low as 7 dB. This induce that the proposed model may be valid for a similar 
dataset. A larger set of training data will yield to a better result. In communication 
system, accurate propagation loss is critical. Thus, developing a PLM which is able to 
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predict the loss in path accurately and quickly is an essential task to determine the range 
of communication and select the optimum base station. The proposed model might be 
a useful method for ANN LoRa communication networks mainly in a tropical climate 
condition.
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