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Abstract—Nowadays, many people prefer to purchase through online web-
sites. Usually, those people start with reading user reviews and comments before 
making a purchase decision. The user reviews are considered powerful sources 
of information about products, in which users share opinions and previous expe-
riences on using these products. However, these reviews are mostly textual and 
uncategorized. Thus, new customers need to read a massive amount of reviews, 
one by one, to make a decision. This study attempts to bridge this gap and pro-
poses a hybrid approach of topic modeling that combines supervised and unsu-
pervised learning. In particular, the study collected a massive amount of Amazon 
user reviews, analyzed the reviews’ texts, and combined two approaches of topic 
modeling, which are unsupervised and supervised learning, i.e., semi-supervised 
learning. Besides, the study makes classification on reviews based on sentiment 
analysis. The resulting reviews’ topics and their sentiment classifications are 
displayed on a visual dashboard. The proposed hybrid approach showed better 
performance in terms of text analysis and clearer representation of review topics. 
The outcome of this study helps customers make their decision on purchase prod-
ucts in a more effortless and clearer way.
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1	 Introduction

In the past, people used to rely on other people around them, such as friends, fam-
ily, and colleagues, to purchase products through word of mouth. Over the past few 
decades, that has changed to the digital market, which has grown dramatically, so peo-
ple’s thinking and perspective have changed to emphasize online reviews. With the 
increasing number of online shoppers, users post reviews on their favorite websites 
and items that give them the power of opinion. Customers provide their opinions on 
products that help other customers to decide. With the growth of the online shopping 
market, more problems have come up to the surface, such as:
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•	 The reviews have not been classified into topics, which caused an overload of 
reviews and confusion for customers.

•	 Often behind a perfect score rating or reviews, there may be conflicting results with 
the rest of them. As an example, and as shown in Figure 1, the rating of a selected 
product is high, i.e., 4.5 stars based on 427 reviews; however, many customers, i.e., 
981 people, agreed with a negative review about the product.

•	 Although some existing studies and systems of user reviews provide visualization of 
user reviews, these visualizations are not very easy for a typical user to understand. 
e.g., [1] and [2] (refer to related work section).

Fig. 1. An example of conflicting reviews and ratings of products

This study collects user reviews, categorizes the reviews based on a hybrid approach 
of topic modeling, and visualizes the topics and reviews with their sentiment classifi-
cation on a developed dashboard. This way, customers can use previous user reviews 
more flexibly. The main contributions of this study are:

1.	 A hybrid topic model that applies both supervised and unsupervised learning to the 
user reviews.

2.	 A sentiment analysis of the user reviews.
3.	 A dashboard of user reviews’ topic modelling as well as sentiment analysis.
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This paper is organized as follows: Section 2 presents the works related to the pres-
ent study. Section 3 introduces our method. Section 4 presents the results based on our 
method. Finally, Section 6 concludes the paper.

2	 Related work

In literature, several studies have applied topic modeling to analyze user reviews 
text, e.g., [3]. In topic modeling studies, topics are created along with the most likely 
words to happen frequently [4]. A survey of several models found that successful topic 
models could be established by analyzing the content of comprehensive text collections 
[5]. A common method used for topic modeling in previous studies such as [6], [7], and 
[8], is Latent Dirichlet Allocation, or in short (LDA). LDA is an unsupervised method 
that has been widely applied in the field of natural language processing. This method is 
helpful to organize the text, but it does not always produce good results. Many studies, 
such as [7] and [9], used unsupervised LDA to classify the text. Texts of user reviews 
have also been analyzed in terms of sentiment. Multiple methods have been applied to 
classify the text into positive, negative, and neutral based on polarity (See Table 1.). 
These include Naive Bayes (NB), e.g., [3], [8], [10], and [11], Random Forest (RF) [10], 
support vector machine (SVM) [10], [11], decision tree (DT) [11], K-Nearest Neigh-
bours algorithm (KNN) [11], Skyttle [12], and SentiText [13]. The study [Hani, 20], 
applies the sentiment scores, which the scores will be generated for the data, then they 
will be scaled to fit specific characteristics, after that return the text as positive, neutral, 
or negative. In the study of L. Lin et al. [14], the authors focused on sentiment catego-
rizations to summarize opinions using the Apriori algorithm. In another study [10], the 
authors suggest two sentiment categorization methods: sentence-level categorization 
and review-level categorization. The goal of sentence-level categorization is to clas-
sify into positive and negative. The second type is generated from reviews that have 
4-star ratings are labeled as positive and negative ones are generated from 1-star and 
2-star reviews. In study of [15] the authors proposes semi-supervised learning targeted 
sentiment classification by using both labelled and unlabeled data. The analysis of text 
[16] on the web can also be unsupervised where unorganized groups of data, and by 
using artificial intelligence, the models are trained in order to understand them in a 
comprehensive way. Examples include the work of C. Sindhu et al. [11] and S. Brody 
and N. Elhadad [16]. In addition, the study of Y. Chen et al. [17] provided an interactive 
system for visual processing natural language and sentiment lexicon of the reviews 
using the Natural Language Toolkit (NLTK) library. LDA classified the main topic of 
the dataset and visuals them in the interactive system.
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Table 1. Sentiment analysis methods

Method Definition

Naive Bayes [1], [8], [10], [11] Naive Bayes is a machine learning algorithm that is written for 
the classification of probability.

SVM [10], [11] An algorithm that analyzes the data based on supervised learning 
models.

Random Forest [10] The random forest is an algorithm that classifies statements as a 
tree structure.

LDA [11] Latent Dirichlet Allocation (LDA) a statistical model method 
that groups data based on similarity.

Skyttle [12] A web-based service that performs a phrase-level sentiment on 
up to 10,000 characters of text per API call.

SentiText [13] Corpus oriented towards the polarity of opinions.

Unsupervised Sentiment Model [16] An unsupervised model that analyzes data based on sentiment 
analysis.

In terms of user review visualization, several studies have been found. A summary 
of these studies is shown in Table 2.

The authors in [18] developed a system that helps visualize the customer’s reviews 
using sentiment analysis, which can be positive, negative, or neutral. The system visu-
alizes the reviews as stacked bars, word cloud, packed bubbles, and linear chart in a 
single dashboard to help any customer get a faster evaluation of a product based on 
other customer’s reviews. In another study [19], the authors have created novel visual 
methods that analyze most customer feedback using feature-based term associations 
and sentence-based term association algorithms and give sentiment values. They have 
visualized the results in several ways: pixel-based sentiment, geo map, association 
map, and key term geo map. Also, the authors of A study by E. Guzman et al. [20] pro-
posed an approach to visualize user reviews based on four different abstraction levels: 
general, review-based, feature-based, and feature-topic based.

82 http://www.i-jim.org



Paper—Hybrid Approach for User Reviews’ Text Analysis and Visualization: A Case Study of Amazon…

Table 2. Visualization analysis method

Method Sample

Word Cloud [1], [18]

Bar Charts [1], [2], 
[18]

Opinion-Wheel [1]

Geo Map [19]

3	 Methods

This paper is to proposes and hybrid approach for user review analysis and visual-
ization. The user reviews’ text is to be categorized into topics and analyzed in terms of 
sentiment and visualized on a dashboard. The proposed approach is shown in Figure 2.
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Fig. 2. The proposed approach

3.1	 Data collection method

The method that has been chosen for data collection is web scraping. Web scraping is 
a method of extracting information from website pages and is sometimes referred to as 
web data extraction [21]. Unlike the tedious method of manually collecting data, web 
scraping uses smart technology to gather massive data points. Scraping is more appro-
priate for collecting Amazon data as Amazon.com API mainly supports advertisers but 
not for public use.

3.2	 Data pre-processing

In this phase, data will be clean and formatted through several processes such as 
removing unnecessary data punctuation and processing other data, such as reducing 
the vocabulary size of the textual data, and lemmatization which converts a word to its 
root form. [22]

3.3	 User reviews’ text analysis

This phase includes two sub-stages, namely: topic modeling and sentiment analysis.
Topic modeling. Topic modeling is a simple way to analyze unclassified text [5] 

and is aimed at extracting certain groups of important words from the reviews. These 
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groups of words are the topics that would help to determine what consumers are talking 
about in the reviews. For topic modeling, we propose the use of a hybrid approach to 
integrating the analysis of unlabeled data, unsupervised learning as well as labeled data, 
i.e., supervised learning. Some references such as [23] refer to this approach as semi-
supervised learning.

In this work, the hybrid semi-supervised learning was applied through a technique 
called the principle of correlation explanation (CorEx) [24]. CorEx has recently been 
introduced as a way to build rich representations that are informative about relation-
ships in data. CorEx is an information-theoretic principle for learning abstract repre-
sentations that are maximally informative about the data and an alternative approach to 
topic modeling that does not assume an underlying generative model.

The first step in the proposed hybrid approach applies unsupervised learning to the 
review text. Using a technique, namely Term Frequency-Inverse Document Frequency 
(TF-IDF). TF-IDF measures the word’s frequency in a document based on how often it 
appears in that document and a given collection of the dataset. The word is given a high 
score if it has a high frequency in the document. The TF-IDF is based on IDF and TF. 
The equations of the three measures are shown below:

	 TFIDF (w, d, D) = TF (w, d) * IDF (w, D)	 (1)

	  ( )   ( , )   
    

Number of Documents N inCorpus DIDF w D ln
Number of DocumentsContaining w

 
=  

 
	 (2)

	      ( , )  
      

Occurences of win Document dTF w d
Total Number of Words in Document d

= 	 (3)

Where (w) is the words in a document (d), and (D) is the corpus.
After that, supervised learning is applied. Models become supervised by requir-

ing training the data. With the gained knowledge, it can predict answers for future 
instances. The model is trained using a labeled dataset. When an out of sample data 
is given to the system, it can predict the result. Anchors are used to guide the learning 
process. Anchored data are composed of a combination of correlation explanations in a 
topic. Anchors can be presented as a single set of words to a single topic, single sets of 
words to multiple topics. Sample anchors are shown in Table 3.

Table 3. Sample anchors and their related words

Anchor Topics Related Words

 Price  “price”, “money”, “buying”, “budget”, “purchased”

 Size  “size”, “storage”, “weight”, “light”, “lightweight”

 Using  “work”, “run”, “speed”, “slow”, “delay”

Sentiment analysis. Sentiment analysis is the process of automatically extracting 
subjective information from the digital text and classifying it as positive, neutral, or 
negative. sentiment analysis or opinion mining is the computational study of people’s 
thoughts, sentiments, evaluations, behaviors, and emotions from comments on social 
media, product reviews, and making decisions based on data. [25]
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3.4	 User reviews’ visualization

Information visualization uses graphic approaches to help in the comprehension and 
analysis of data. [26] People can see, examine, and understand massive amounts of 
information at once using visual representations and interaction approaches. The user 
review topics, and their sentiments are to be visualized on a dashboard. The dashboard 
contains pie charts for the topics and their sentiments.

4	 Results and discussions

This section represents the results based on our method presented in the previous 
section.

4.1	 Description of dataset

Figure 3 shows a sample of data collected. As shown in the figure, the rows represent 
reviews of a certain product. The attributes that have been scrapped were as follows:

1.	  Products: the name of the product.
2.	  Price: The price of the product.
3.	  Total Rating: The total number of ratings.
4.	  Rating: The rating of the product from one to five stars.
5.	  Review: The customer’s opinion of the product.

Fig. 3. Snapshot of data collection

4.2	 Results of user reviews’ text analysis

In user reviews’ text analysis shows both results of the hybrid approach of topic 
modelling and sentiment analysis.

Topic Modeling Results. Figure 4 shows our result of topic modeling, which 
assigns each review to a specific topic. In the figure, topic 1 represents the price, topic 2 
represents the shipping, topic 3 represents the quality, topic 4 represents the size, and 
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topic 5 represents the warranty. As shown in the figure, some reviews may contain 
multiple topics; for example, the first review mixes among the five topics.

Fig. 4. Result of topic modeling

Sentiment Analysis Results. Our sentiment analysis results depend on VADER 
(Valence Aware Dictionary for Sentiment Reasoning) Sentiment Analyzer, a lexicon 
and rule-based resource for evaluating sentiments. It has over 9,000 lexical features and 
contains required sentiment scores associated with terms, emoticons, and slang [27], 
e.g., words that are usually classified as either positive or negative according to their 
semantic orientation. The results are shown in Figure 5.

The compound score is a metric that measures the total of all the normalized lexicon 
scores between –1 (most extreme negative) and +1 (most extreme positive). That is, the 
positive sentiment has a compound score > = 0.5, neutral sentiment has a compound 
score > –0.5 and < 0.5, and negative sentiment has a compound score <= –0.5. [28]
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Fig. 5. Results of sentiment analysis

4.3	 The dashboard of the user reviews topics and sentiment

Our dashboard is shown in Figure 6. The visualization technique relies on viewing 
the topics as interactive pie charts and viewing review sentiment as bar charts. In the 
pie chart, the topics are shown together with the reviews making up this topic and the 
reviews’ sentiment (See Figure 7). Pie charts that have a big green section contain many 
positive reviews. On the other hand, pie charts that have a big red section show the 
corresponding topic contains many negative reviews. Figure 8 shows the sentiment of 
a selected topic represented as bar charts.
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Fig. 6. The proposed dashboard

Fig. 7. Interactive pie chart for the user review topics
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Fig. 8. Interactive bar chart for the sentiment of the user review topics

4.4	 Evaluation

Our hybrid model used for topic modeling applied the CorEx technique. To evaluate 
it, we create another model for topic modeling based on the LDA technique, which is 
an unsupervised method, and then compared the topics resulted from our hybrid model, 
i.e., a semi-supervised model with the topics resulted from the LDA-based model. 
The results of both models are shown. Table 4 shows the results. As shown in the table, 
the results of the hybrid approach are more accurate. For example, the “price” topic in 
resulted from the LDA-base model contains non-related terms such as “great”, “fast,” 
and “nice”.

Table 4. The final results of topic modeling in LDA and CorEx

Topic Results of the LDA-based Model 
(Unsupervised) Results of CorEx-based Model (Hybrid)

Price good, ‘price’, great, fast, quality, nice, 
light, easy, deal, pretty

‘price’, ‘buy’, ‘cheap’, jumper, computer, 
problem, thing, one, happy, recommend, long

Size great, love, perfect, ‘small’, school, 
‘size’, daughter, ‘lightweight’, son, kid

‘light’, ‘storage’, ‘size’, ‘weight’, laptop, 
‘carry’, enough, ‘memory’, issue, bit, Size set, 
‘small’, ‘lot’, everything

As a sort of evaluation and to explore whether people like to have the user reviews 
in the form of topics shown on a dashboard, we created a simple survey. The survey 
responses were collected from 242 people. The people were shown the dashboard, and 
they were asked if they prefer it over the existing method of viewing user reviews on 
Amazon. The results were as follows: 58.3% of the respondents agreed with our dash-
board, 28.9% disagreed, and 12.8% did not find a difference.

90 http://www.i-jim.org



Paper—Hybrid Approach for User Reviews’ Text Analysis and Visualization: A Case Study of Amazon…

Fig. 9. People opinion on the proposed dashboard

5	 Conclusion

This paper proposed the analysis of one of the most popular sources of information, 
which is user reviews of products. These reviews are mostly textual and unclassified 
which consumers need to read all reviews to make a decision. This paper handled this 
problem using both unsupervised and supervised learning, i.e., the hybrid approach, for 
classifying the reviews into main topics based on the reviews collected from Amazon.
com. The study also applied sentiment analysis for the reviews of each topic. Besides, 
the study proposed visualizing reviews’ topics and their sentiments on a dashboard. 
The dashboard’s content is the selected product details such as price and rating, and 
two types of charts, which are the pie chart and the bar chart for the reviews topics and 
sentiment. The outcome of this study will assist both industry and general users. The 
industry such as Amazon can benefit from which products have weak points, so it can 
help to enhance or make some discounts on them. The general users can take a short 
time and less effort to decide to purchase products.
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