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Abstract—In recent years, a significant increase in road accidents worldwide 
has been observed. This can partly be due to either driver distraction or fatigue. 
Therefore, a reliable alerting system that can detect the driver’s inattention 
including fatigue, sleep, and distraction is necessarily required to prevent any 
potential accidents. The aim of this paper is to conduct a systematic review of 
literature (SLR) on monitoring driver inattention. In particular, the present study 
deals with different aspects of prior studies such as the sensors used; the types of 
data, the feature engineering techniques, the machine-learning techniques applied 
and their performance along with, the dataset used, etc. anotherFour approaches 
can be depicted from literature according to indicators they are based on: phys-
iological, physical, driver performance and hybrid approach. We will focus on 
these different approaches in order to answer different questions, starting with the 
type of indicators used in the case of distraction or fatigue detection, the different 
datasets employed, the feature extraction techniques and the machine learning 
models applied. Furthermore, the study examines the practicality and reliability 
of each of the four approaches, as well as possible future prospects in the area, 
and highlights new challenges in the field of driver inattention detection with 
both forms of fatigue and distraction.

Keywords—driver inattention, driver distraction, driver fatigue, driver 
drowsiness, artificial intelligence, machine-learning, deep-learning

1	 Introduction

The problem of road crashes has become a major global concern. According to World 
Health statistics (WHO), approximately 1.35 million people die each year because of 
traffic accidents. In addition, 20 to 50 million individuals are affected by non-fatal 
injuries, with many becoming crippled as a result [1, 2, 3]. Road traffic injuries would 
become the fifth leading cause of mortality by 2030, according to a World Health 
Organization (WHO) global status report on road safety [4]. The factors that affect the 
risk of traffic accidents are classified into three categories: human, road environment, 
and vehicle condition [5]. The main causes of these accidents are distracted driving, 
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speeding, drunk driving, reckless driving, running red lights and stop signs, fatigue, 
weather conditions, road conditions, vehicle defects and so on. The NHTSA reports that 
in 2018 only, 2800 lives were lost and more than 400,000 people were injured due to 
distracted driving [6]. According to a research conducted by the American Automobile 
Association (AAA) Foundation for Traffic Safety, approximately 328,000 drowsy driv-
ing accidents occur each year [7]. Distraction impairs driver performance and is a sig-
nificant cause of traffic accidents [8, 9]. According to [10], more than 90% of recorded 
traffic crashes are caused by human error and issues with visual information collection. 
Furthermore, drivers may be found responsible for 90% of critical traffic circumstances 
[11, 12]. According to [13, 14], human factors still play a role in 93% of accidents, with 
perception mistakes accounting for the largest number of errors. Accidents on the road 
result in not only deaths and disability, but also significant financial losses for victims 
and their families [15, 16]. Road traffic crashes cost most countries 3% of their gross 
national product (GNP) per year [17].

Driver inattention refers to any condition or event that causes the driver to lose 
paying attention to the activity (or activities) most critical for safe driving [18]. This 
inattention may be due to a deterioration in alertness (fatigue and drowsiness) or it may 
occur when the driver is engaged in a secondary activity (distracted driver). Driver 
fatigue and distraction have the same effects: impaired driving skills, longer reaction 
times, and an increased probability of being involved in a collision [7]. Fatigue reduces 
a driver’s ability to drive safely by impairing their focus, awareness, attentiveness, 
and decision-making skills. Continuous fatigue has been shown to cause depreciation 
in performance comparable to those caused by alcohol [19, 20]. When driving, these 
symptoms increase the possibility of drivers missing road signs or exits, drifting into 
other lanes, or leading to an accident [21]. Secondary activities such as eating, drinking, 
taking something, or listening the radio, as well as the use of cell phones and other tech-
nologies, can all induce distraction [22]. Secondary tasks that divert drivers’ attention 
away from the road ahead [23, 24], obstruct visual scan, or increase cognitive workload 
can be all extremely dangerous.

The driver inattention due to distraction or fatigue is known to be the primary reason 
for many accidents, according to previous reports. All of the statistics and numbers 
are alarming, and they require the scientific community’s attention in order to pro-
pose smart systems to prevent and avoid accidents. Embedded in current generation 
of vehicles these systems can be used as a preventive system to monitors the driver’s 
state and alerts him/her in real time if he/she is distracted or fatigued. For that, various 
sensors are used to collect data which, thanks to Machine Learning and Deep learning 
techniques, are analyzed to perform classification or prediction tasks. The advances 
made in the design of intelligent cars would not have been possible without the help 
of new technologies such as Internet of things (IoT), Big Data and machine learning 
algorithms. This later has proven to be one of the powerful methods of data exploration 
which provide techniques, and tools to efficiently analyze, and interpret the data pro-
vided from different sensors.

Inattention detection systems can be divided into two main categories: driver perfor-
mance-based systems and driver behavior-based systems. The first group uses vehicle 
indicators such as speed, steering angle, deviation [25, 26, 27], and the second group 
exploits driver indicators such as physiological and physical signals. The most essential 
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indicators are eyes and facial movements [28, 29], heart rate variability [30, 31], and 
brain activity [32]. Due to the significant impact of inattention (fatigue/distraction) on 
driver performance and the great risks involved this paper provides a survey of studies 
published between 2014 and 2021 that addresses the context of the driver inattention 
due to the fatigue or distraction. These latter are rarely addressed together, that is why 
we are interested to analyze their differences and similarities and their interaction with 
each other. This study aims to expose the different approaches for driver inattention 
detection and analyze the general process of these systems from data acquisition, pre-
processing to classification, prediction or clustering tasks. According to the type of 
sensors used to collect relevant information on the driver, many approaches have been 
proposed and different AI algorithms were used to analyze and process this data. Each 
approach has some challenges that we will highlight and suggest some directions for 
future researches.

The following is the structure of the paper: Section 2 discusses research methodol-
ogy, while Section 3 presents driver inattention detection. The review results are pre-
sented in Section 4. Section 5 has a discussion and some prospects. Section 6 presents 
the review scope’s limitations. Finally, section 7 brings the paper to a close.

2	 Research methodology

2.1	 Research questions

This systematic review aims to recognize the different approaches used for driver 
monitoring, and to identify the different artificial intelligence algorithms for driver dis-
traction and fatigue detection. We aim to recognize what we know in the field of car 
monitoring systems based on the driver context [33], and to identify challenges to over-
come. The comprehensive review of full-text research articles is designed to address 
the following research questions:

RQ1:	�What are the different approaches used to detect driver inattention (fatigue/
distraction)? The objective of this question is to show the different approaches 
adopted in the literature to detect driver inattention by specifying in each 
approach the component(s) on which the measurements were made. This 
question also highlights the advantages and disadvantages of each technique.

RQ2:	�What are the indicators of driver fatigue? This question deals with the charac-
teristics that are used to detect that the driver is tired or drowsy.

RQ3:	�What are the indicators of driver distraction? This question aims to present all 
the actions performed by the driver that make him/her distracted.

RQ4:	�Which sources are used to collect inattention information and which dataset 
are used by different approaches? This question focuses on data collection 
from sensors and datasets used in machine learning models.

RQ5:	�what are feature extraction techniques used in different approaches? This 
question identifies the feature extraction techniques most often used in fatigue 
and distraction detection.
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RQ6:	�What are the algorithms deployed for the detection of inattention? This ques-
tion aims to present the algorithms and models used to detect inattention while 
driving and their performance.

2.2	 Search method

The population of the systematic review consists of research articles (published 
between 2014 and 2021) related to the detection of driver inattention. As shown in 
Table 1, the Boolean “OR” was used to combine alternate terms in each part, while the 
Boolean “AND” was used to join the three major parts.

Table 1. Results based on the source search

Search Source String NB. of Papers

Search 1 Springer-link Driver AND (Inattention OR Drowsiness OR Fatigue OR 
Distraction) AND Detection

217

Search 2 IEEE Driver AND (Inattention OR Drowsiness OR Fatigue OR 
Distraction) AND Detection

256

Search 3 MDPI Driver AND (Inattention OR Drowsiness OR Fatigue OR 
Distraction AND Detection

22

Search 4 HINDAWI Driver AND (Inattention OR Drowsiness OR Fatigue OR 
Distraction) AND Detection

286

Search 5 Science direct Driver AND (Inattention OR Drowsiness OR Fatigue OR 
Distraction) AND Detection

155

Publications found from electronic databases 936

Backward and forward method 112

Total papers found 1038

The articles are not all identified by the 5 searches, as the forward procedure con-
siders the references cited on the used articles, and the backward procedure searches 
for new studies that cited the previously selected article, to identify new publications. 
A simple methodology, presented in Figure 1, summarizes the steps of the systematic 
literature review (SLR), as well as the filters used in each part of the SLR. The criteria 
used in the filtering were: exclusion by repeated articles, title reading, abstract read-
ing, full article accessibility, full reading, and quality analysis. The final number was 
52 articles. We conducted our initial study on search engines such as IEEE explore, 
Science-direct, Springer, HINDAWI, and MDPI to extract information relevant to the 
detection of inattention while driving. The initial search procedure resulted in 1038 
research articles. From these, we selected 324 articles based on the title relevant to our 
study. The abstracts of the selected articles were reviewed, resulting in 100 additional 
research articles. These articles are then reviewed in depth, and 52 of them are selected 
for our primary study. The entire selection process is illustrated in Figure 1.

iJIM ‒ Vol. 16, No. 16, 2022 163



Paper—A Systematic Literature Review of Driver Inattention Monitoring Systems for Smart Car

Fig. 1. Steps used during the systematic literature review

2.3	 Quality assessment

Quality assessment of relevant articles is crucial in systematic literature reviews 
[34]. Its purpose is to assist with the inclusion/exclusion procedure in order to identify 
the original studies’ relevance and rigor [35]. According to [34], there is no standard 
definition for determining the quality of primary research. The majority of this eval-
uation, however, is based on a quality check-list that examines each research paper 
separately. In this regard, the authors designed a checklist based on a series of four 
questions:

QA1: � The study was presented at a recognized conference, symposium, or work-
shop, or it was published in a peer-reviewed journal. For conferences, work-
shops and symposia: (+1.5), for journals: (+2)

QA2: � The method relies on sensors to collect data about inattention (fatigue and 
dis-traction). There are two possible answers: “yes: +1”, “no: 0” 

QA3: � The methods utilized are described in detail. There are three possible answers: 
“yes: +1”, “no: 0” and “partially: 0.5”

QA4: � The approach is developed on the basis of AI algorithms. There are two pos-
sible answers: “yes: +1”, “no: 0”.

There are 52 articles in total, of which 28 studies address the issue of driver fatigue 
and 24 studies address the issue of distracted driving. There are 15 articles presented at 
international conferences and 37 papers published in international journals. There are 
17 papers in the first quartile (46%) and 14 in the second (37%) quartiles, as well as 3 
papers in the third quartile (8%), and three papers that have not yet been assigned to a 
quartile (8%).
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3	 Driver inattention detection

In this section, we have carried out two state of the art studies distinguishing between 
inattention caused by states of fatigue or distraction since in both cases the detection is 
done in a specific way.

3.1	 Driver fatigue detection

Fatigue is a term that refers to a general feeling of tiredness and/or a lack of energy. 
Several approaches have been proposed to highlight symptoms of driver fatigue. The 
latter can lead to states of sleepiness, drowsiness, yawning, tilting the head forward and 
so forth. Determining the state of the driver through external signs is a great challenge 
for researchers. In this section we will present an overview of selected papers dealing 
with driver fatigue based on some facial features, such as eyes closure, mouth open-
ness, head angle, etc.

[36] proposed a system for monitoring driver fatigue through yawning detection 
based on Support Vector Machine (SVM). Mouth state detection is based on Circular 
Hough transform (CHT). The system here assumes that the driver is in a yawning state 
if a significant number of consecutive frames found where the mouth is wide open 
found. The system performance accuracy was up to 98%. [37] Presented an eye blink 
tracking algorithm that employs eye feature points to assess whether the eye is open or 
closed as well as an alarm if the driver feels drowsy. The Viola Jones Cascade classifier 
was operated to recognize eyes and the Harris Corner Detector was applied on the input 
eye image to obtain three landmarks’ points. The suggested technique reached an accu-
racy of 94%. [38] Advocated drowsiness detection system using Linear Discriminant 
Analysis (LDA) classifier using Heart Rate Variability (HRV) signals obtained from 
an electrocardiogram (ECG). One of the limitations of the study is the reference signal 
used for the drowsiness episodes detector and the complexity to identify precisely the 
beginning and the end of drowsiness episodes. [39] Proposed a real-time fatigue detec-
tion system that achieves an accuracy of 98% using Viola and Jones algorithm. Based 
on the driver’s eye closure time (PERCLOS) and yawning behavior, the given system 
tracks the driver’s eyes to detect when they are closed or half-open for more than 5 
seconds, or when the driver yawns with closed or half-open eyes. In this situation, the 
system immediately concludes that the driver is fatigued, and an alarm is generated to 
alert them. The infrared camera works well at nighttime but the performance decreases 
in daytime. [40] Presented a method for driver fatigue detection based on eye state 
recognition (PERCLOS and the blink frequency parameter). The face detection from 
an infrared video was conducted with AdaBoost algorithm and a Convolution Neural 
Network (CNN) which helped classify the eye state. The adopted method achieved an 
accuracy of 98.7%. This can also work in condition of wearing glasses. [41] Proposed a 
method for detecting driver fatigue based on EMG and ECG data acquired in real time 
by a smartphone and non-contact sensors in a driver’s seat cushion. The model of driver 
fatigue is built based on Principal Components Analysis (PCA) which reached an accu-
racy of to 91%. [42] put forward a method to identify the driver fatigue symptoms using 
CNN and transfer learning technique (AlexNet). The three features, namely furrowing 
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the brow, narrowing the eyes and Yawning were exploited. The best results were obtained 
for the developed detector of yawning with an accuracy of 98.28%. [43] Advanced a 
non-intrusive system that tracks eye movements to detect driver fatigue. The simula-
tion driving experiment and the D-Lab surveillance system collected the driver’s eye 
movement features, and a fatigue driving model based on the fuzzy K-nearest neighbor 
(FKNN) algorithm was constructed to detect driver weariness which reached an accu-
racy of 89%. A method for identifying fatigue status using the spatial–temporal feature 
of the driver’s eyes was proposed in [44], to extract the eye region from infrared videos, 
the authors used a deep cascaded multi-task framework. The classification achieved a 
95.83% by combining convolutional layers with long and short-term memory (LSTM) 
units, which are capable of learning spatial representations and modeling temporal 
dynamics. [45] Proposed a driver fatigue detection system based on transfer learn-
ing AlexNet model that performed an accuracy of 90%. The accuracy of seven EEG 
channels was measured using the EEG sensor, and the most accurate one was chosen. 
The results show that the channels FP1 and T3 are the most effective channels able to 
indicate the drive fatigue state. [46] Recommended a driver fatigue detection algorithm 
based on multi-facial features and two-stream network models. The algorithm consists 
of four parts: A multi-task cascaded CNN (MTCNNs) to locate the mouth and eye, a 
partial facial image to extract the static features, a partial facial optical flow to extract 
dynamic characteristics, and combining both static and dynamic features to make the 
classification. An accuracy of 97.06% was reached on the NTHU-DDD dataset. [47] 
Presented a driver monitoring algorithm using video captured from the camera located 
in the vehicle to detect whether the driver’s head is present in each frame of the video. 
The algorithm is based on the face and eye detectors pre-trained according to Viola and 
Jones algorithm. The algorithm examines three cases, namely whether the driver’s eyes 
are closed while driving, or whether the driver looks sideways, and whether the driver’s 
head has dropped for a long time. The detection of the proposed algorithm reached an 
accuracy of 80±3%. [48] Proposed a drowsiness monitoring method based on steering 
wheel status. A driving simulator was adapted to collect eleven parameters related to the 
steering wheel, where four parameters having significant correlations with driver sta-
tus (Ellipse, Amp_D2_Theta, NMRHOLD, and SW_Range_2). A Multilevel Ordered 
Logit (MOL) model, SVM model and back propagation Neural Network model were 
built based on the selected parameters. [49] Developed a fatigue detection algorithm 
based on facial expression. Firstly, Multi Block Local Binary patterns (MB-LBP) and 
Adaboost classifier are trained to detect face key point (24 facial features). Secondly, 
the fuzzy inference system is utilized to detect the driver’s fatigue state (normal, slight 
fatigue, severe fatigue) based on the unit time (PERCLOS) and yawning frequency.  
An accuracy of 96.5% was achieved.

3.2	 Driver distraction detection

In the literature, there are several definitions of driver distraction as a type of 
inattention. Driver distraction is defined as follows: “a diversion of attention from 
activities essential for safe driving to a competing activity” [18]. The driver is 
distracted when they give insufficient attention to their surrounding environment  
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(road, other drivers, etc.) by engaging in a secondary task when driving. Usually that 
involves conversation with the passengers, receiving or sending a message, answering 
the phone or making a call, using in-vehicle information systems, such as navigation 
system and radio, smoking, eating or drinking something, applying makeup and so forth.

The studies on distraction detection are diverse and different systems are proposed to 
detect the secondary tasks responsible for making the driver distracted and losing their 
concentration. [50] Proposed a new head pose descriptor as an indicator of visual focus 
of attention, resulting from the fusion of four of the most relevant orientation-based 
head descriptors, namely steerable filters, histogram of oriented gradients (HOG), Haar 
features, and an adapted version of the speeded up robust feature (SURF) descrip-
tor. Based on visible spectrum camera data, the SVM classifier was used to assess 
head pose variations with an accuracy of 97.5% for pitch and 98.2% for yaw. [51] 
Experimented two transfer learning models Inception ResNet and Mobile Net to detect 
driver distraction. This study was conducted on a small dataset (4000 images) where 
images were captured using USB webcam and the accuracy achieved by MobileNet 
was 94.1%. [52] Focused on ECG signal processing aspect with the aim of predicting 
driver distraction such as an active engagement on a phone conversation between the 
driver and the passenger. They used a Wavelet Packet Transform (WPT) to localize 
the impact of distracting elements. Due to high dimensionality of the WPT generated 
space, they applied LDA for feature space dimensionality reduction which reached an 
average prediction accuracy of 88.45%. [53] Presented a transfer learning model VGG-
16 based system that not only detects the distracted driver but also identifies the cause 
of distraction. They used a viz dataset with 17308 images including 10 classified activ-
ities, namely safe driving, talking on mobile phones using right or left hand, texting 
on mobile phones using right or left hand, adjusting radio, eating or drinking, hair and 
makeup, reaching behind and talking to passengers. The method achieved an accuracy 
of 96.31%. A thinned version of VGG-16 with just 15M parameters was also proposed 
and achieved an accuracy of 95.54%. [54] On the other hand, employed a kinect camera 
installed inside a vehicle to track drivers and detect distracted driving. Seven different 
distracting tasks was studied: normal driving, checking the left, right, and rear-view 
mirrors, answering the phone, texting with one or both hands, and using in-vehicle 
video devices. The seven tasks reached an accuracy of 80% using a Feed Forward Neu-
ral Network (FFNN). [55] used a distraction detection system based on the spectrogram 
and MEL Cepstrum representation of GSR signals and a CNN model to quantify the 
influence of secondary tasks such as calling and texting on the driver. The suggested 
method identifies distraction with 93.28% accuracy. [56] Elaborated a reliable deep 
learning-based solution (a genetically weighted ensemble of CNN) that recognizes dis-
tracted driving postures which achieved an accuracy of 90%. They also presented a 
new publicly available dataset for driver distraction with more distraction postures and 
extracted 14,478 frames using a single camera distributed over the following classes: 
safe driving phone right, phone left, text right, text left, adjusting radio, drinking, hair, 
reaching behind, and talking to passenger. [57] proposed a method to detect distracted 
drivers using their cell-phone. The Inception-V3 model was implemented on a dataset 
of 85,401 images, achieving an AUC of 0.891. [58] proposed a driving-related activity 
recognition system, which are the normal driving, rear mirror checking, right mirror 
checking, left mirror checking, using in-vehicle radio device, texting, and answering 
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the mobile phone, based on the deep learning models AlexNet, GoogLeNet, and Res-
Net50. The experimental images are collected using a low-cost camera, the raw RGB 
images are first processed with a GMM-based segmentation algorithm to extract the 
driver body from the background before training the models. The AlexNet obtained an 
average of 81.6% detection accuracy for the seven tasks, whereas the GoogLeNet and 
ResNet50 achieved 78.6% and 74.9% detection accuracy, respectively. [59] investi-
gated the use of a deep learning approach to automatically recognize in a single image 
driving behavior such as normal driving, calling, playing mobile phone, driving with 
hands off the wheel, smoking and talking with passengers. The approach consists of 
two steps: (1) Employ multi-stream CNN to extract multi-scale features and (2) investi-
gate different fusion strategies to combine the multi-scale information and generate the 
final decision for driving behavior recognition. The main disadvantage of this method 
is that the solution is not effective in video-based recognition, due to no consideration 
of motion information and the accuracy rate was of 86.6%. [60] proposed an algorithm 
for driver cell phone usage detection that is based on deep learning. The algorithm 
includes two steps: face detection and face tracking using Progressive Calibration Net-
works (PCN). Then, we determine the calling detection area. The driver’s cell phone 
detection method is used to identify the candidate area. The algorithm performed well 
in simulations under different lighting conditions, with an accuracy of 96.56%. By 
recognizing and positioning the driver’s right hand and right ear, [61] proposed an 
image-based driver distraction recognition method. The framework location is made 
up of two modules: the first predicts the bounding boxes of the driver’s right hand and 
right ear from RGB pictures using YOLO calculation, and the second module takes the 
ROIs of the ear and hand as input and develops a multi-layer perceptron (MLP) to infer 
the driver’s status from the ROIs. The algorithm achieved an accuracy measure of 82% 
with a set of 106,677 frames extracted from recordings. [62] proposed a method based 
on CNN to recognize driver use of cell phone (cell-phones and hands), A multi-angle 
arrangement of cameras are used to improve the integrity of image acquisition and to 
ensure the detection accuracy of the target recognition in which an accuracy of 95.7% 
was achieved. [63] developed an automated supervised learning method called Drive-
Net for driver distraction detection based on a combination of a CNN and a Random 
Forest (RF). The methods were validated on a publicly available database of images 
acquired under controlled conditions. This database contained about 22425 images, the 
accuracy rate was of 95%.

4	 Review results

This section highlights the results of research questions related to the detection 
of driver inattention due to fatigue or distraction. In particular, we are interested in:  
1) identifying the different approaches to inattention detection; 2) determining the 
indicators used for detection in the case of fatigue and distraction; 3) investigating 
the sources and datasets used to train the different models; 4) identifying the feature 
extraction techniques used and their impact on the models; and finally 5) reviewing 
the machine learning, deep learning and transfer learning techniques used to build the 
classifiers with the corresponding performances.

168 http://www.i-jim.org



Paper—A Systematic Literature Review of Driver Inattention Monitoring Systems for Smart Car

4.1	 Approaches for driver inattention detection (fatigue/distraction): RQ1

Based on state of the art we established four approaches used to identify driver 
inattention according to how the data are collected: 1) physical approach, 2) the physi-
ological approach, 3) the driving performance approach, and 4) the hybrid approach. As 
shown in Table 3, the first approach is based on the driver facial measures. It occupies 
an important place in the literature because it can be exploited in real applications and it 
is low cost. It basically requires a camera for recording the driver. This approach allows 
to extract the symptoms of fatigue and identified the distraction task from the state 
of the head, mouth, eyes and hands. The second approach is based on the analysis of 
physiological signals such as EEG (brain activity), ECG (heart activity), EMG (muscle 
activity), respiratory rate, etc. In this approach, the measurement of driver fatigue and 
drowsiness is performed by attaching electronic devices such as sensors to the driv-
er’s body. The third approach is based on driving performance, such as steering wheel 
movement, gear change, brake pedal and accelerator pedal deflection as indicators of 
driver fatigue. And finally, the hybrid approach that combines these approaches.

Table 2. Details of approaches used to detect driver fatigue

Approach 
Used Sensors Used Intrusive Component Paper ID

Physical

Camera No

Face [75]

Mouth [36]

Eyes [37, 77, 83, 89]

Eyes and mouth [49, 65, 67, 81]

Eyes and head orientation [47]

D-Lab system No Eyes [43]

IR Camera No
Eyes and mouth [46]

Eyes [40, 44, 74]

NIR Camera No
Eyes and mouth [39]

Eyes and mouth, brow [42]

Physiological

Cushion driver’s seat sensor No EMG signal, ECG signal [41]

Doppler radar, smart bracelet No Respiration, heartbeat 
signals

[64]

ECG recorder Yes ECG signal [38]

EEG sensor Yes EEG signal [45, 82]

Driving 
performance

Steering wheel sensor No Steering wheel [48, 88]

Multi-channel camera No Lane position [85]

Hybrid
Camera, EEG, ECG sensors Yes EEG signal, ECG signal, 

eyes
[86]

EEG sensor, gyroscope, camera Yes Head orientation, eyes, 
EEG signal

[84]
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Table 3. Details of approaches used to detect driver distraction

Approach 
Used Sensors Used Intrusive Component Paper ID

Physical

Camera No

Hands [57, 62]

Hands, face [56, 79, 80]

Hands, right ear [61]

Head [50, 93]

Head, hands, face [53, 54, 58, 59, 
63, 66, 78]

Right hand, right ear [76]

IR Camera No Hands [60]

USB webcam No Head [51]

Physiological

A wearable channel network No Brainwaves [92]

ECG recorder Yes ECG signal [52]

Wireless GSR wearable device No Hands, ears [55]

Driving 
performance

Lane Tracker, radar, 
accelerometer No

Vehicle speed, lateral 
velocity, lateral 
displacement

[90]

STISIM simulator No

acceleration, deceleration, 
lane position, steering 
angle, vehicle heading 

angle, speed

[87]

Controller Area Network 
(CAN) bus No Vehicle speed, Steering 

Wheel
[91]

In terms of detecting fatigue, 69% of research used a physical approach, 15% used 
a physiological approach, and two studies used a hybrid method. For the detection of 
distracted driving, 81% of the papers are based on the physical approach, 13% of the 
papers are based on the physiological approach. The Figure 2 summarizes the percent-
age of use of the different approaches.

We can see from Figure 2 that the physical approach dominates the other approaches 
for both fatigue and distraction detection, followed by the physiological approach, and 
the hybrid approach. We can explain that from the fact that the physical approach is 
non-intrusive, and data are easier to collect, but the physiological approach suffers 
from its intrusive nature, and needs more involvement from drivers which makes it 
not easy to implement and the sensors used are very expensive. The driving perfor-
mance approach is interesting and is not enough explored in literature, although it is 
not intrusive. It is strongly influenced by the road condition, the type of car, as well as 
by the weather conditions that make drivers less confident and studies shown a high 
false alarm rate. However, the change in driving behavior and performance can be a 
strong sign of fatigue or inattention rather than irresponsible driver behavior or road 
conditions.
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Fig. 2. Percentage of use of the different approaches

The Table 4 sum up the advantages and disadvantages of each approach for deriver 
inattention detection.

Table 4. Advantages and disadvantages of each approach

Approach Advantages Disadvantages

Physical approach Low cost
Practicable
Effective
Non-intrusive

Lighting conditions
Wearing glasses
Wearing sunglasses
Feature extraction is difficult
Distance from camera

Physiological approach Accurate
Represent the true internal state 
of the driver.
They change in the very early 
stages of drowsiness

Intrusive
Costs of sensors are too high
Sensitive to driver movement
Signals susceptible to noise

Driving performance approach Non-intrusive
Robustness of the data acquisition

Weather conditions
Driver experience
Individual differences
Road geometry,
Road quality

Hybrid approach Reducing the probability of false 
alarm

Execution time
Costs of sensors

These common methods of driver inattention detection have both advantages and 
disadvantages. That is why hybrid driver measures are expected to provide more reli-
able solutions that will both accurately detect driver inattention and minimize the num-
ber of false alarms However, portable sensors may offer an important opportunity to 
adopt the physiological approach in real application. On the other hand, the combina-
tion of the physical approach and the driving performance approach could intuitively 
increase confidence in the detection of inattention, whereas the accuracy of the physio-
logical approach could be used for the validation of the proposed systems or to employ 
it in a non-intrusive manner.
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4.2	 The indicators of driver fatigue: RQ2

Many indicators were used to detect driver fatigue depending on the approaches 
used. In this section we collect all indicators used from literature studied for driver 
fatigue detection. As we can see the most studied features are eye closure, yawning and 
blink behavior. The Table 5 shows clearly that eyes play an important role in fatigue 
detection using eye closure 25%, blinking behavior (17%), and pupil diameter/area 
(4%). The mouth was used for detecting yawning frequency (19%). At last 8% of 
papers was based on the EGG channels.

Table 5. Different indicators used for driver fatigue detection

Features Type of Approach Paper Id

Respiration rate

Physiological

[64]

Heartbeat [64]

EEG channels [45, 82, 84, 86]

Complexity of EMG/ECG [41]

SampEn of ECG [41]

HRV features [38]

Blink behavior

Physical

[37, 40, 44, 81, 83, 84, 86, 89]

Eye closure [39, 40, 42, 44, 46, 47, 49, 65, 67, 74, 77, 86]

Pupil diameter/area [43, 83]

Gaze zone [83]

Driver face [47, 75]

Head nodding [47, 84]

Yawning frequency [36, 39, 42, 46, 49, 65, 67, 81, 84]

Fixation durations [43]

Furrowing the brow [42]

Steering wheel parameters
Driving performance

[48, 88]

Lane position [85]

As one of the most important features of the face, eye movements can play an 
important role in expressing the physical and mental condition of the driver for long 
term driving. In particular, there are certain evaluation criteria such as the percentage 
of eye closure (PERCLOS), which is calculated by counting the number of frames in 
which there was no pupil detected, and dividing this by the total number of frames for 
a specific time interval. PERCLOS is a temporal ratio over a given time window. It is 
defined as the percentage of time in which at least 80% of the eyelid remains closed 
over the pupil. Accordingly, the Eye blink rate measures the blinking rate frequency 
of eye-blinks to detect fatigue and drowsiness. The normal blinking rate per minute is 
roughly 10, but when the driver is drowsy, the blinking rate decreases. AECS (average 
eye closure speed) is a means to measure the amount of time needed to fully close the 
eyes and to fully open them, drowsy person, here, will blink distinctly slower than the 
alert person. In second rang, Yawning is also an important facial feature to detect driver 
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fatigue. Yawning is the reflex act of opening your mouth wide and inhaling deeply due 
to fatigue or drowsiness. It can signify that a driver is about to fall asleep behind the 
wheel. By tracking the shape of the mouth and the position of the lip corners, methods 
can be used to detect yawning traits in the driver. Researchers extracted and examined 
the driver’s mouth features using image recognition technology to determine whether 
they were yawning. The number of yawns per unit time and the degree of mouth open-
ing after each yawn were used to determine the driver’s fatigue level.

4.3	 Indicators of driver distraction: RQ3

In distraction driver is involved in secondary tasks that can be visual, cognitive or 
manual. The term “manual distraction” refers to tasks that need the driver’s hands being 
taken away from the steering wheel., e.g., drinking, eating, using cellphone, adjusting 
vehicle devices like the GPS or radio, etc. The visual distraction is the type of distrac-
tion that takes the driver’s eyes and focus off road, even for mere seconds, e.g., viewing 
text messages, watching a video, etc. At last, the cognitive distraction where the driv-
er’s mind is not fully focused on the driving task, e.g., talking, thinking, daydreaming 
and so forth. The three types of distractions can occur separately or at the same time. 
Texting, for example, is a visual, physical, and cognitive distraction because it requires 
the driver’s vision, hands, and mind. However, not only the types of distractions, but 
also the frequency and duration of distracting acts affect the risk of a crash caused by 
distracted driving. As shown in Table 6, calling and texting are the most distraction 
studied in research papers. Studies have focused on the detection of the secondary task 
but few if any have investigated the level of risk induced by each type. All secondary 
tasks have not the same level of severity, and texting, looking behind or calling is more 
dangerous than smoking or talking.

Table 6. Different indicators used for driver distraction detection

Secondary Task Type of Distraction IDs

Calling Manual, Cognitive [52, 53, 54, 55, 56, 58, 59, 60, 61, 63, 66, 76,  
78, 79, 80, 92]

Texting Manual, Visual,  
Cognitive

[52, 53, 54, 55, 56, 57, 58, 59, 61, 62, 63, 66,  
76, 78, 79, 92]

Drinking/eating Manual [56, 61, 63, 66, 76, 78, 79]

Smoking Manual [59, 80]

Talking to passengers Visual [52, 56, 59, 63, 66, 78, 79]

Reaching behind Visual [56, 63, 66, 78, 79]

Adjusting radio Manual, Visual [53, 56, 63, 66, 78, 79, 90]

Hair and Makeup Manual, Visual [56, 58, 63, 66, 78, 79]

Touchscreen Manual, Visual [61, 76]

Moving object Manual, Visual [76]

Using on board CD Manual, Visual [90]

Using navigation system Manual, Visual [90]

Mirror checking Visual [53, 54, 58]

Handsoff the wheel Manual [59]

Head orientation Visual [50, 51, 76]
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4.4	 Data sources/dataset: RQ4

Data sources. Sensors play an important role to capture data from the driver while 
driving. These include cameras that can be used to monitor the driver’s facial expressions 
as well as other activities such as secondary tasks while driving. The position of the 
cameras is determined by the intended result. If the goal is to detect fatigue, the camera 
should focus on the driver’s facial signs; if the goal is to detect distraction, the camera 
should monitor all secondary tasks using the hands, eyes, and head, among other 
things. Various sorts of cameras are utilized, according to the Table 3, including simple 
cameras, infrared cameras (IR), and near-infrared cameras (NIR). However, one of 
the most prominent drawbacks of computer vision systems is lighting. The ability to 
maintain huge changes in light intensity, from bright sunlight to nighttime driving, is a 
difficult task. One solution for ensuring operability in low light conditions is to use an 
infrared camera as a sensor.

Besides, sensors are used for physiological measurements of the driver in order to 
measure brain activity (EEG), heart activity (ECG), ocular activity (EOG), muscle 
activity (EMG) and tension and others. ECG signals capture vital information concern-
ing a driver’s fatigue which including heart rate, heart rate variability, and respiration 
rate. Heart Rate (HR): When people transition goes from alert to sleepy, their HR (heart 
rate per minute) decreases [68, 69]. HR is influenced by emotions, mental activity, and 
physical exercise [70, 71]. HRV (Heart Rate Variability), also known as RRI, is the 
variation in the time gap between two consecutive heart beats. HRV can detect changes 
in the autonomous nervous system (ANS) activity caused by fatigue or stress [72, 73]. 
The respiratory rate is defined as the number of exhaled and inhaled breaths per minute 
(RR). These measurements are the most reliable ones. However, they have to be placed 
directly into the driver’s body which could make the driver feel uncomfortable since 
they limit its movements in the car.

EEG activity is characterized by separating the frequencies into bands, referred 
as alpha (8–13 Hz), beta (13–30 Hz), delta (0.5–4 Hz), theta (4–8 Hz), and gamma 
(30–42 Hz) rhythms [20]. Alpha, beta, delta, theta, and gamma rhythms all drop after 
fatigue, with the beta and gamma rhythms decreasing considerably. Although the EEG 
sensor has 32 channels, and most studies used only a subset of them rather than all. For 
example, [45] worked on 7 channels, [65] on 8 channels, [66] on 2 channels only, and 
[67] on 16 channels, implying that a thorough investigation of all channels is required 
to determine the minimum necessary of channels that accurately detect driver fatigue 
and distraction, as well as cognitive distraction.

Table 7. Studies based on the EEG signal

ID N. of EEG Channels  Channels

[45] 7 FP1, FP2, T3, T4, O1, O2, Oz.

[65] 8 C3, C4, P7, P8, O1, O2, FP1, FP2

[66] 2 Cz, T7

[67] 16 Fp1, Fp2, C3, C4, F3, F4, F7, F8, P3, P4, O1, O2, T3, T4, T5, T6

Datasets. In this section, we present various public datasets used in research studies 
for driver fatigue and distraction detection. Tables 8 and 9 present public datasets for 
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fatigue and distraction detection, respectively. More details are depicted for each dataset 
such as the size, the resolution, the number of classes, and the number of participants 
in the experiment, as well as the original EEG data for driver fatigue detection, which 
contains EEG data based on a 40-channel Neuroscan amplifier.

Table 8. Public datasets for driver fatigue detection

Dataset Type Size Resolution/
Amplifier N. of Classes N. 

Participants Paper ID

TJPU-FDD Video  
infrared camera

500 video clips  
of 6 second 1920 × 1080 fatigue and 

normal 26 [44]

NTHU-DDD Video  
infrared camera

Nine and a half 
hours 640 × 480 drowsy and 

non-drowsy 36 [65, 74, 75]

YawdDD Video  
RGB camera

322 video clips
The videos last 
between 15–40 

seconds

640 × 480
normal, talking 
or singing, and 

yawning
107 [46, 65]

EEG data 
for driver 
fatigue 

EEG data 545.91 MB
40-channel 
Neuroscan 
amplifier

fatigue and 
normal 12 [45]

Table 9 shows the public datasets used for detecting driver distraction, including the 
type of data (images or videos), the number of classes (number of activities that dis-
tract the driver), the dataset size, and the number of participants in the data collecting 
experiment.

Table 9. Public datasets for driver distraction detection

Dataset Type Size Resolution N. of Classes N. 
Participants Paper ID

Distracted 
Driver Dataset

Videos
RGB camera 14478 images 1080 × 1920 10 44 [56]

Seu-Driving Videos 17730 images 640 × 480 4 20 [59]

Kaggle-Driving 
(State Farm) Videos 4662 images 640 × 480 10 – [59, 66]

VIVA hand 
tracking

Videos
Microsoft 

Kinect device
2000 images 16 × 16

19 different 
dynamic hand 

gestures
8 [61, 76]

We note that 37.5% of studies are based on public datasets, which is very important 
for research work to be compared in terms of performance and precision. Only limited 
amounts of annotated data for face feature recognition, and driver secondary task iden-
tification are publicly available. Furthermore, these datasets are generally well illumi-
nated scenes. These datasets cannot describe the real-world challenges on the road in 
some cases such as occlusions and difficult lighting. Hence there is a need for a large 
data set containing features on inattention indicators such as: several facial, physiologi-
cal and vehicle indicators, with a variety of subjects, a variety of lighting, and different 
driver postures, and several head inclinations.
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Simulated environments are although used to reach more than feature and to be 
closer to the real world. The key benefits of employing simulators include experimental 
control, efficiency, cheap cost, safety, and data collecting convenience. One serious 
disadvantage of utilizing driving simulators is that the drivers are unaware of any dan-
ger. Being conscious that you are in a simulated environment may cause you to behave 
differently than you would on the road. However, because a moving car might provide 
obstacles such as changes in illumination, background and vibration noise, as well as 
the usage of sunglasses, hats, and other accessories, the results may be drastically dif-
ferent in real-world driving settings.

4.5	 Feature extraction techniques: RQ5

The process of defining a set of features, or image characteristics that will most 
effectively or usefully represent the information needed for analysis and classification 
is known as feature extraction. To identify driver inattention, several techniques are uti-
lized to extract valuable data from images/video or data generated by different sensors. 
To extract fatigue features based on the physical approach, the driver’s face must first 
be detected in a set of images of the dataset or frames from the video. In this review 
three algorithms are frequently used for the detection of the driver’s face and also for 
face alignment: MTCNN, viola and jones algorithm, DLIB and LBP. Viola-Jones was 
created for frontal faces; therefore, it detects them better than faces that are facing side-
ways, upwards, or downwards.

After locating the driver’s face, the next step is to detect and track the location of the 
eyes, mouth, nose and other facial features, various methods used for this tasks such 
as Viola-Jones that is used in [37, 39, 47, 77, 94, 95, 96], which is one of the most suc-
cessful tools for object recognition based on the Haar cascade feature approach and is 
frequently used for facial feature extraction (location of eyes, nose and mouth on face) 
and face detection. This algorithm uses 4 main factors namely the Haar feature, Inte-
gral Image, Cascade Classifier, and Adaboost machine-learning. Also, the frontal face 
detector provided by DLIB is used in [74] by extracting features from the histogram of 
oriented gradients (HOG), which are then passed through an SVM is used to estimate 
the location of 68 coordinates (x, y) that map the facial points on a person’s face. It can 
detect and describe important facial features such as: eyes, eyebrows, nose, mouth and 
jawline). MTCNNs or Multi-Task Cascaded Convolutional Neural Networks is a neural 
network which detects faces and facial landmarks on images is used in [44, 46, 65],  
is one of the most popular and accurate face recognition software available today. It’s 
made up of three neural networks coupled in a cascade: P-Net, R-Net, and O-Net. 
MTCNNs can detect five key points of the face: left and right corners of the mouth, 
nose, and left and right eyes. In terms of speed, DLIB seems to be the fastest algorithm, 
followed by Viola-jones classifier and MTCNNs. However, MTCNNs tend to be the 
most accurate algorithm. DLIB perform pretty well but have some issues identifying 
small faces. For Viola-Jones is real-time on the CPU, but there have been a lot of 
incorrect predictions. In spite of the high accuracy and real-time facial detection with 
MTCNNs, the training time may take longer.
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Several techniques were used to extract features from images or video frames in both 
cases inattention and distraction. CNN models and CNN pre-trained models are the most 
models used to extract useful characteristics from an image automatically. Pretrained 
CNN architectures, include AlexNET [42, 45, 58], ResNet50 [58, 78], and VGG-16 
[53, 79], as well as Xception, GoogleNet, Inception-V3 [78], and YOLOV3 [76, 80, 81].

In the physiological approach, a variety of signal feature extraction methods are 
utilized in practice, with WPT being the most commonly employed in the selected 
research. The time domain features of the studied channel EEG were extracted using 
the Wavelet Packet Transform (WPT) [52, 82]. The WPT transforms the time-amplitude 
representation of a signal into a time-frequency representation stored as a sequence of 
wavelet coefficients.

In the driving performance approach, the Approximate Entropy (ApEn) was 
employed to extract valuable features from the steering wheel angle in a driving 
performance approach [88]. Approximate Entropy is a non-linear dynamic quantity 
that assesses the irregularity of time series data. Based on the studies that were selected, 
Figure 3 depicts the most feature extraction techniques used.

Fig. 3. Algorithms used for features extraction

As shown in Figure 3, the most common feature extraction approaches employed 
in selected research for driver fatigue detection are CNNs and viola-jones algorithm. 
CNN models, particularly its pre-trained models, are frequently utilized for feature 
extraction, which identifies distracted activities such as phone calls, eating, texting, and 
smoking. Yolo, AlexNet and so on are pre-trained models on huge data and are used 
to build models to solve a similar problem. Their use is particularly effective for gen-
erating accurate models with a minimal quantity of data, when training a model from 
scratch is impractical.

4.6	 IA algorithms for detection of inattention while driving: RQ6

The current section discusses several Artificial Intelligence techniques for improv-
ing driver fatigue and distraction detection. These approaches can be classified as 
machine-learning, deep learning, transfer-learning, and others methods. Most of inves-
tigations are based on supervised learning techniques that uses labeled data.
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Tables 10 and 11 present the different algorithms used for fatigue and distraction 
detection, the performance reached and the datasets used for training the model. The 
algorithms are classified as machine learning (ML), deep learning (DL) and transfer 
learning (TL). The third column presents the dataset used to build the models, and the 
others describe the paper Id and the performance of the models. We can remark that the 
literature is very rich in terms of IA algorithms deployed for driver inattention detection. 
We can also notice that CNN and SVM are the most used techniques in fatigue and 
distraction detection. The CNN based methods are known to be accurate in extract-
ing useful features from images. Pre-trained models are increasingly used, and present 
attractive performances. Their power comes from the fact that these models are trained 
on large amounts of data and are used as a starting point to train other models on datasets 
with limited amount of data. The SVM and MTCNN algorithm are widely used as classi-
fiers in driver inattention detection purpose, and the performance achieved is the highest.

Table 10. Algorithms used for driver fatigue detection

Algorithm Type Datasets Paper Id Accuracy

SVM

ML

6 videos (305 seconds)
3892 samples

FDD
4320 samples
2536 samples

[36]
[48]
[64]
[83]
[77]

98%
86.03%
91.2%
85%

96.5%

ANN
6000 images, EEG data, 5000 

instances
–

[84]
[85]

93.91%;
90%

Adaboost Caltech10k Web Faces, FDDB
2536 processed frames

[49]
[77]

96.5%
95.4%

Fuzzy K-NN – [43] 89%

Multiple Linear 
Regressions – [41] 91%

Random Forest 2847 rows
–

[86]
[87]

87.7%;
85.38%

Extra Trees physionet EEG, simulated virtual 
driving driver. [82] 85.3%

BPNN SWA [88] 88.02%

CNN

DL

IRF [40] 95.81%

CNN-LSTM 1042 images
FDDB, VOT100

[81]
[67]

91:7%
80.33%

CNN-BILSTM 2208 images [89] 94%

MTCNN NTHU-DDD
YawdDD, NthuDDD

[46]
[65]

97.06%
98.81%

MTCNN-LSTM TJPU-FDD [44] 95.83%

ALEXNET
TF

1280 images;
The original EEG data for driver 

fatigue detection

[42]
[45]

Misclassification rate 
is 5.5%
82.27%

YOLO-V3 1042 images [81] 91.7%

LDA other SDB, ADB, RDB [38] 96%
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Machine learning techniques such as SVM, ANN, Adaboost, fuzzy K-NN, multi-
ple linear regressions, Random forest, Extra-Trees, and BPNN are all used to identify 
driver fatigue with varying degrees of success. Deep learning models, such as CNN, 
LSTM, BILSTM, and MTCNN, are used to detect driver fatigue, as well as trans-
fer learning, which is based on AlexNet and YOLO-V3. We also mention that based 
on physiological features, the algorithm LDA gives good results (96% accuracy) for 
detecting driver fatigue.

Table 11. Algorithms used for driver fatigue distraction

Algorithm Type Datasets Ids Accuracy

SVM
ML

Pointing’04;
300 points of IVIS operating

–

[50]
[90]
[91]

97%
89.9%
95%

FFNN – [54] 80%

CNN
DL

22,216 images;
ILSVRVC2012;

Distracted Driver Dataset;
85,401 images;
44000 images;
1764 samples;

stateFarm

[92]
[51]
[56]
[57]
[62]
[55]
[66]

96.56%
94.1%
90%

92.8%
95.7%
93.28%

99%

multi-stream CNN Seu-Driving, Kaggle-Driving [59] 93.2%

CNN-RF

DL/ML

22425 images [63] 95%

YOLO, MLP
VIVA hand tracking;

106,677 frames, VIVA, hand 
tracking

[61]
[76]

82%
59%

VGG-16

TF

17308 images;22,420 images [53]
[79]

95.54%
82.5%

ResNet50, Inception-V3 Xception 102250 images [78] 96.74%

AlexNet, GoogLeNet ResNet50 33394 images [58] 91.4%

Game Theory

other

– [93] 90.12%

LDA 1765 samples [52] 95.51%

Threshold based algorithm 65 samples (9 scenarios) [43] 98.6%

As shown in Table 11, SVM provides hight accuracy in detecting driver distraction 
(97%), and we note that CNNs and the pre-trained models are the most commonly 
employed to identify various secondary tasks while driving and provide a good accu-
racy (more than 90%). We also highlight the Threshold-based approach, which has 
98.6% for accuracy rate for detecting driver distraction. The best accuracy obtained for 
each approach for the detection of inattention is shown in Table 12. For the physical 
approach, the MTCNN algorithm provides the highest accuracy for the fatigue detection 
and Threshold algorithm presents the highest accuracy for the distraction detection, both 
with an accuracy of more than 98%. In the physiological approache, we find that linear 
discriminant analysis (LDA) gives the best accuracy for both fatigue and distraction; 
and for driving performance approach SVM gives a good result, with 86.03% for wea-
riness and 89.9% for distraction. The hybrid approach achieved an accuracy of 93.91% 
using ANN and no selected research focus on hybridization to identify distraction.
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Table 12. Best accuracy for every approach on both fatigue and distraction

Approach Fatigue Distraction

Physical MTCNN, 98.81% [20] Threshold based algorithm, 98.6% [43]

Physiological LDA, 96% [5] LDA, 95.51% [38]

Driving performance BPNN, 88.02% [90] SVM, 89.9% [39]

Hybrid ANN, 93.91%, [21] –

5	 Discussion

In this SLR we highlight three alternative methods to identify inattention while driv-
ing, whether it is fatigue or distraction. The physical approach is based on the analysis 
of images from different cameras that monitor the driver’s facial features for fatigue 
detection and driver secondary tasks performing while driving. The physiological 
approach uses measurements of the driver’s internal state, such as brain activity, heart 
rate, and respiratory rate. Therefore, it is necessary to take advantage of this approach 
by placing sensors on the steering wheel, in the seat belt, or in another area that does 
not interrupt the driver or even use wearable sensors such as bracelets. The driving 
performance approach is another method used for detecting driver inattention based 
on measurements such as steering wheel angle, lane tracking, and others. The hybrid 
approach it is an interesting track to dig because the physiological measurements bring 
clear results on the internal state of the driver and thus when detecting driver inatten-
tion, a hybrid system reduces false alarms, increasing system dependability and ensur-
ing system endurance even when one approach fails. Another result of this SLR is to 
propose a baseline of the different indicators used in the different approaches for driver 
inattention detection. The Figure 4 summarizes the different indicators used according 
to the type of approach employed.

Fig. 4. Taxonomy of different approaches used for driver inattention detection system
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Physical ways include yawning, blinking, closing one’s eyes, pupil diameter, gaze 
area, and head nodding. The physiological method includes things like shallow breath-
ing, heart rate variability, and EEG channels. Driving performance approaches include 
lazy steering, incorrect gear shifts, and drifting in and out of lanes. For the fatigue detec-
tion, we notice a wide use of the so-called percentage of eye closure (PERCLOS) which 
gives strong indications of fatigue and drowsiness. Combined with frequent yawning, 
we can attain a good indicator for the detection of driver fatigue. The indicators of 
driver distraction refer to determine the different secondary task. Manual distraction 
like using navigation system, drinking, eating, smoking, or visual distraction like head 
motions, talking to passengers, hear & makeup or cognitive distraction like day dream-
ing. Nevertheless, cognitive distraction remains a difficult task to detect because the 
driver’s behavior shows that they are attentive but their reflection is not a few proposals 
attempt to tackle this area.

Public databases exist and are used in many researches but sometimes the size is not 
large enough to apply deep learning models. In This case machine learning as SVM 
and pre-trained models could be better to use for classification. Another problem is the 
quality of the dataset, which includes balanced data, appropriate labeling and features, 
and a minimum of noise on the data. The public datasets make possible comparison 
between researches which will speed up study in this field. As a result, large-scale, 
high-quality databases of many measurements are required. To recognize driver inat-
tention, several algorithms are used to extract features from images, physiological 
signals, and driving performance data, which is an essential stage in artificial intelli-
gence algorithms. CNNs and pre-trained models are commonly used to extract useful 
features from images thanks to their great capacity of recognition proven in different 
domains. For the physiological methods, the wavelet packet transform is a frequently 
used approach for extracting characteristics from EEG and ECG data. Machine learn-
ing algorithms, deep learning algorithms, and especially pre-trained models are com-
monly used for detecting driver fatigue or distraction, but it is important to choose the 
feature extraction algorithm carefully in order to extract the meaningful features for 
classification. Since the performance of each algorithm differs depending on the fol-
lowed approach, further research must be conducted to determine the best algorithms 
to use depending on the approach used.

The following are the key findings drawn from this review:

•	 Several approaches that are typically far from ideal can be used to identify different 
types of driver inattention, supporting multimodal fusion.

•	 Eye features (e.g., eye closure) and recovery yawning are the most common indica-
tors of driver fatigue. The true state of driver fatigue can also be reliably represented 
by EEG channels.

•	 The indicators of distraction are mostly based on the identification of different sec-
ondary task that divert attention away from the driving process, texting is that most 
dangerous one because involve the three type of distraction.

•	 Cameras appear to be the most common sensor used to detect driver inattention, 
along with the electroencephalogram, which monitors driver brain activity, and the 
electrocardiogram, which provides information about the internal workings of the 
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human body. Wearable sensors (such as smart watches) provide a novel non-invasive 
technique to benefit from driver-based physiological indicators.

•	 The step of extracting information from images and sensors signals must be carefully 
performed. For real-time deployment, the time computation must be considered.

•	 AI algorithms are useful for identifying various secondary tasks and determin-
ing whether or not the driver is fatigued. Deep learning algorithms are typically 
employed in this field and have shown to be effective, especially pre-trained models.

Some physical indicators can be a sign of distraction or fatigue only if their duration 
is adequate and a serious work must be done to estimate them in order to avoid false 
alarms, in this case, ML techniques based on time series are interesting to exploit to 
predict driver inattention.

On the other hand, the physical approach based on facial signs and head orientation 
can have many false alarms when the driver has a disease in his eyes (blink several 
times) or a problem in the position of the head, so hybridization with the physiological 
approach can decrease its false alarms. So should not confuse disease states and fatigue 
states and maybe on some subjects these methods are not practicable.

6	 Limits of review scope

This review does not consider driving under the influence, which occurs when a 
person controls a vehicle after drinking an amount of alcohol or drugs (including pre-
scription medicines) that renders them inattentive. In this study, only two forms of 
driver inattention are discussed: fatigue and distraction. The impact of emotions on 
driving quality has not been studied and it would be interesting to study and detect the 
emotions that have the most risk on driving and that affect the attention of the driver. 
On the other hand, the number of articles covering the three approaches used in this 
review is uneven, with the majority of publications focusing on the physical approach 
rather than the physiological and driving performance approaches, which reflects the 
strong interest of the scientific community in this approach but this may influence some 
of the results of this review.

7	 Conclusion

This paper reports on a systematic literature review that summarizes the existing 
re-search regarding driver inattention detection systems between 2014 and 2021. From 
an initial set of 1038 papers retrieved from five main publication sources, we selected 
324 articles based on the title relevant to our study. The abstracts of the selected arti-
cles were reviewed, which led to the extraction of an additional 100 research articles. 
These articles are then reviewed in depth, and 52 of them are selected for our primary 
study. We have reviewed various approaches available to monitor the driver inattention 
including physiological indicators, physical indicators, driving performance indicators 
and hybrid approach method. We also discussed the advantages and limitations of each 
approach. It has been found that because each detection method has its own set of  
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drawbacks, the accuracy of a method based on a single approach is insufficient. A method 
based on a variety of parameters can produce a more reliable analysis result., so hybrid 
measurements in some cases can provide more reliable and robust solutions that will 
both accurately detect driver inattention and reduce the number of false alarms. Deep 
learning and machine learning techniques are widely used to extract fatigue symptoms 
and to identify the distraction while driving, especially CNN and SVM achieves the 
greatest performance.
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