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Abstract—Multipath TCP (MPTCP) is a project that has proposed by IETF 
group to allow packet streams to be separated across multiple sub-flow paths. 
MPTCP brings a great benefit in throughput, reliability, and fairness. However, 
MPTCP can be implemented in a little Linux distribution where it requires com-
piling and installing to become available for an actual and simulation scenario. 
In the paper, the performance analysis and evaluation results in both TCP and 
MPTCP are achieved through PC computer connected to Wi-Fi access point and 
3G in heterogeneous networks. The simulation results prove that MPTCP per-
forms better than single-path TCP for heterogeneous networks. All experiments 
over MPTCP and TCP leads to same results in terms of the throughput in heter-
ogeneous networks. In this paper, four congestion control methods are imple-
mented in the kernel and compared with each other understand the behaviors of 
those methods. The result of the experiment proves that Linked Increased Algo-
rithm (LIA) has the advantage over the others in light data traffic while Balanced 
LIA (BLIA) has the advantage the others when there is heavy data traffic. 

Keywords—TCP, MTCP, IETF, CWNDSim, BLIA, OLIA 

1 Introduction 

Transmission Control Protocol is the most broadly applied on the networks in the 
present time. To transfer data streams through Internet, TCP can be considered as a 
significant protocol which carry data from transmitter to receiver by using reliable 
mechanisms such as retransmission packets and check sum. This protocol has evolving 
frequently for past five decodes to be more reliability. The early design decision of TCP 
is still frustrated for all users; the isolation between the network and transport layers 
has not been perfectly apparent. Nevertheless, to distinguish between single stream of 
data through arriving traffic, de-multiplexes packets according to the four fields by the 
receiver; destination IP, protocol identifier, source IP, and the source port. These four 
fields also are called socket. Consequently, each connection of TCP has a one path and 
limited to the one socket from the transmitter also from receiver [1]. That leads to a 
significant concept, where if the TCP connection is established from side, and as a result 
of changing IP address in the transmitter or receiver from another side, then the entire 
connection will not work. 
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The current networks are enabled to be multipath. Most of the network devices such 
as servers, routers and computers are multi-homed in addition to the smartphone de-
vices have several wireless interfaces for instance GSM, Wi-Fi and data centers which 
have many excessive links. The excessive links need to a modern design of TCP to 
convert it to work on multiple paths; this named as MPTCP or multipath TCP [2]. 
MPTCP is a key adjustment of TCP that permits multipath to be exploited concurrently 
by the particular TCP connect. MPTCP has suggested through IETF [3]. It has evident 
advantages in the reliability especially in terms of link errors and loading balance in 
case of data centers and servers. It achieves the best robustness, and more performance 
than an individual TCP while performing maintenance on the actual data traffic. That 
can be achieved through supplying a standard TCP interface for apps and leave the 
fourth layer alone  (transportation) to handle multiple path connections. A sub layer un-
der TCP represent a part of MPTCP, It distributes data flow across multiple paths 
known as sub-flows [3]. There is set of requirements that can be influenced on MPTCP 
including the compatibility and networks [4]. Any application implement on TCP must 
work correctly on MPTCP without changes, while the compatibility refers to that 
MPTCP must work with any environment that TCP can operate. The core component 
of TCP is the congestion control method that permits to TCP alter data rates due to the 
congestions state. Every TCP connection handles an important factor which is conges-
tion window (cwnd). Cwnd controls the volume of data that the transmitter send them 
without needing to wait the acknowledgments from the destination. The same method 
can be implemented on MPTCP where each sub-flow has its cwnd and it is adjusted 
adaptively depending on the congestion in the single path that forwarding to the re-
ceiver.  

A little MPTCP congestion control methods have developed like uncoupled conges-
tion control (LIA) [5], Opportunistic Link Increase Congestion control (OLIA)[6,7], 
Balance link adaptive congestion control(BALIA) [8] and latency based congestion 
control (Wvegas)[9]. The key objective of the article is the analyses and evaluation of 
the modern developing MPTCP protocol (on multi-path and single links). The data rates 
of various scenarios is measurement by Linux distributions. The outcomes of the whole 
experiments will be compared with the others in addition to the performance of various 
MPTCP congestion control methods are compared with each other. 

2 Related work 

MPTCP is a modern method toward the best balance loading, which it can balance 
at the end hosts in network as a part of the processing. It is illustrated in RFC 6897 [4], 
an activate work groups in IETF. Set of tires are achieved to execute the MPTCP in 
Linux distributions. Researchers in ref [10] have made efforts about the kernel to be 
customized and tuned by calling the variables. With the potential of exploiting multi-
path for TCP, there is concern has generated about congestion control methods about 
the paths of data. The most challenge of MPTCP is implementing robust and efficient 
congestion control methods which can use all the paths without aggressive the original 

164 http://www.i-jim.org



Paper—Technical Comparison between MPTCP and TCP in Heterogeneous Networks 

TCP. Ref [11] has proved that executing congestion control methods of MPTCP can 
cause harm.  

Ref [12] showed set of states for these harmful methods for example TCP-EWTCP 
which used equally weighted of TCP. This version of MPTCP distributes the data 
equally comparing to the default TCP. Although that this version of MPTCP has ad-
vantage in terms of equally data flows through paths, it considers not effective because 
the traffic data did not divide equally through the available paths. There is a kind of 
congestion control method can achieve better decision making than TCP-EWTCP and 
can solve fairness challenge which called coupled manner [5]. The impairment of this 
manner is clear when the existing paths have various data rates like the case with GSM 
and WiFi. It does not equal the round trip time (RTT) the reason of that is; this manner 
tends to forward all its data on the low congestion path, that leads to low throughput 
path inefficient. To solve these issues, Ref [12] was proposed through using semi-cou-
pled instead of coupled manner. In semi-coupled, the implementation of the congestion 
control algorithm depends on the objectives of design such as balance congestive, com-
patibility, available default TCP and path selection.  

Ref [13] represents the real experiment MPTCP congestion control method which 
focused on maximizing data rates and balanced congestion. in this Ref, the authors 
compared the developed method with three congestion control methods which are : 
coupled TCP, uncoupled-TCP and LIA through using the simulation CWNDSim. In 
Ref [13], it was offered that the developed algorithm can be successful to keep the 
whole data rate near the target data rate, and data traffic is forwarded into the low con-
gestion path. Ref [2] has provided total functional of MPTCP and the results achieved 
over Linux. In this Ref, authors overviewed the most cases of networks in MPTCP 
including data centers and mobiles device. The data rates transmit measurements of the 
smart devices like mobiles focused over the typical modes for operation where the de-
vices are communicated to 3G, then connection decline and the devices changed to Wi-
Fi. The results analyzed and made comparison to regular TCP then presented a smooth-
ing support with MPTCP. The reason is that data continues flowing regardless the in-
terfaces switched. The another scenario was balanced loading in the data centers where 
the evaluation was achieved across regular TCP, three data flow MPTCP, and four flow 
MPTCP while experiments over EC-20 test with 45 instances. Authors in Ref [2] shows 
MPTCP with 4 paths better performance than both 3 paths MPTCP and standard TCP. 

3 Experimental results 

Experiment evaluating of MPTCP is achieved by Ubuntu and the kernel supports 
MPTCP [10]. Several use cases are achieved through laptop which has 3G and Wi-Fi 
interfaces. The network topology of this scheme is described in Figure 1. This topology 
is designed on ns-3 to obtain results of the experiments. The network interfaces have 
speed which reach to 5Mbps.  
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Fig. 1. Network topology 

3.1 Comparison between MPTCP and default TCP  

In this experiment, 1GB file is downloaded from the server by different scenarios of 
Internet. The 1st scenario includes default TCP on Wi-Fi link, while the second scenario 
uses default TCP on 3G interface. The third scenario uses MPTCP on 3G and Wi-Fi 
simultaneously. Figure 2 shows the results of the all scenarios including one criteria 
which is throughput. In this figure, it is very clear that throughput has best performance 
comparing with default TCP weather TCP over 3G or Wi-Fi. MPTCP can enhance the 
performance remarkably because two of interfaces are active during the simulation. It 
also displays the throughput by using MPTCP is practically the summation of every 
path. It is not a condition that throughput equal to the sum of two interfaces because in 
some times the experiment is achieved on link with shared some hosts in the same net-
work. Throughput is observed by using simulation tools such as if stat [14]. The aggre-
gation of downloads for every interface is collected and plotted in average number for 
every 5 readings to make the graph more sooth. It is very clear the Wi-Fi interface better 
than 3G in terms of stability which leads to best performance of MPTCP. To prove that, 
Figure 2 shows the weired behavior at 160 310 and 560 second. 

 
Fig. 2. Comparison between MPTCP and TCP over Wifi and 3G in terms of throughput (light 

traffic) 
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3.2 Heavy load comparison 

In this scenario, FTP is downloaded with 1 GB file by MTCP over 3G and Wi-Fi 
interfaces. Whereas the file is downloaded, the video file is starting to consume the 
available bandwidth at 310 seconds. This paper conducted the same experiment with 
default TCP. Figure 3 displays the throughput for both scenarios. As it expected, the 
video file obtains best throughput with MPTCP. The server did not support MPTCP, 
therefore video file download uses Wi-Fi link. The whole capacity of 3G link can be 
used in FTP and Wi-Fi will be shared by FTP and video download. In the time 150 
second, the throughput for MPTCP is not stability as a result of the sharing link capac-
ity. While video file at 270 second, the throughput declined to 74 kilobyte/second for 
default TCP and 174 kilobyte/second for MPTCP. This demonstrates how multipath 
improves MPTCP in terms of throughput without impacting the attitude of default TCP 
at link bottleneck. 

 
Fig. 3. Comparison the throughput between MPTCP and default TCP over WiFi (a huge 

amount of traffic) 

3.3 The MPTCP sub flows on one link 

The throughput during download in this scenario observed by MPTCP with single 
sub flow on Wi-Fi link. MPTCP has compared with throughput of couple sub-flow on 
the same link. The simulation Results presents a great improving on data rates when 
increasing the number of sub-flow. Figure 4 displays the downloading speed of MPTCP 
with couple of sub flows is 72 KB/s as an increasing value while it compared with 
MPTCP that has one sub flow. 
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Fig. 4. Comparison between two and one sub-flow in terms of throughput 

3.4 The application layer handover 

Within application layer handover the data rates of default TCP is observed and eval-
uated in comparison to MPTCP. The data rates forTCP is observed when download a 
one GigaByte file from a server by TCP connect over WiFi interface. The Wi-Fi link is 
locking through the download. The apps layer perceived the WiFi link declined and 
reconnect to 3G link with a TCP connection (changed). The similar experiment has 
done repeatedly besides enabling MPTCP. The simulation results in Figure 5 displayed 
from two cases, the handover happens between 102- 132 second through MPTCP and 
data traffic continues pushing in spite of the losing of the links. 

 
Fig. 5. Comparison between MPTCP and TCP in terms of throughput 
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As it is presented the handover time, the download did not reach the zero in the 
occurrence of MPTCP. For TCP, for all handover durations before a connection is es-
tablished, data rates drop to zero. 

4 Congestion control methods of MPTCP 

MPTCP deploys the loading through creating several sub-flows across possible 
paths between transmitter and receiver. It is important to notice that congestion control 
of MPTCP and default TCP are not similar. The easy method is implementing the de-
fault TCP congestion control method over each one of sub-flow. This solution considers 
not efficiency because it presents the multiple flows which is more than its fair that 
share several sub-flows through the same bottleneck. Additionally, it is desirable that 
the transmitter with multipath carry more data traffic using the less congested path. 
Besides that, the transmitter achieves the resource pooling which means that set of links 
behave similarly one sharing link within high capacity [14].  

Each one of MPTCP congestion control method should meet the three different ob-
jectives [15-25]. The first objective is enhancing the throughput; multipath connection 
must achieve not less than one-path TCP on the best path. In this case, the worst case 
of MPTCP has throughput equal to default TCP. The second objective is that MPTCP 
must not harm;a multiple sub-flows must not possess the bandwidth more than default 
TCP over the same link, this confirm that multiple sub-flows does not harm others. 
Both first and second objectives guarantee the fair at link, while the third objective 
performs resource pooling approach. However, several congestion control methods of 
MPTCP were designed and executed in Kernel Linux. The four methods of MPTCP 
congestion control listed below will be implemented in several Linux distributions [10]. 

4.1 Linked Increasing Algorithm (LIA) 

This algorithm joins the congestion control methods that were implementing over 
various sub-flow through linking their increasing functions and dynamically adapt the 
cwnd. LIA implemented only to increasing part of congestion avoidance stage. LIA 
results is a fair and good to default TCP on links and at exact time shifting data traffic 
exit from paths of congestion. LIA follows the concept of Additive Increment/ Multi-
plicative decrement (AIMD). According to AIMD, the LIA can represented like the 
following: 

All received ACK by the transmitter on each sub-flow i, the cwnd i in Additive In-
crease [5]: 

 𝑀𝑀𝑀𝑀𝑀𝑀 �
𝛼𝛼.𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎 .𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖
∑ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖
𝑛𝑛
𝑖𝑖=0

 ,
𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎 .𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖

� (1) 

α: A value which defines the aggressive of the multiple flows. 
Back: Refers to how many acknowledged bytes. 
Mssi: Refers to Max segment size on single sub-flow i. 
n: Refers to how many sub flows. 
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For every packet loss over sub flow i, the cwnd in multiplicative decrease is: 

 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 / 2  

Due to the first equation in (1), the entire throughput for a multiple flows based on 
α, Mssi, and RTT of their paths. to do the first objective, it is incredible to select a one 
value of α which performs the target through-put at every time. Where, α is calculated 
depends on monitored behavior of every paths as illustrated in equation (2), a α alpha 
is resulting through equalization the rates of multiple flows and TCP flow which are 
executed over the similar path. 

 (∑ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛
𝑖𝑖=0 )

𝑀𝑀𝑀𝑀𝑀𝑀 �
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖
𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖

2 �

(∑
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖
𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖

𝑛𝑛
𝑖𝑖=0 )2

 (2) 

Where: 
�∑ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖

𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖
𝑛𝑛
𝑖𝑖=0 � : The sum of entire potential values for the paths 

�𝑚𝑚𝑚𝑚𝑚𝑚 �𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖

2 ��: Max value of any potential path 

4.2 Opportunistic Linked Increasing Algorithm (OLIA) 

By measurements and analyses in Ref [7], it was demonstrated that the implementa-
tions of the current MPTCP-LIA is forcing on trade-off between responsiveness from 
side and optimum resource pooling from another side. Both objectives cannot be per-
formed simultaneously, which leads to the fairness issue for TCP users. If the users 
changed from default TCP to MPTCP, this may shrink a throughput of another user 
with no any profit to users of MPTCP, and as a result of that violating the third objective 
(resource pooling). OLIA is presented as alternative for MPTCP-LIA. OLIA joins the 
increasing of cwnd and uses the same method in multiplicative decrease when there is 
packet loss event in network. OLIA is just implemented to additive increment of con-
gestion avoidance stage, while the slow started phase has similar to the used in default 
TCP, in addition to a small adjustment in status of multipath is used [6]. The incremen-
tal stage illustrated as the following: 

Every ACK received by the transmitter on each sub-flow i, the cwnd i in Additive 
Increase [7]: 

 
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖
𝑅𝑅𝑅𝑅𝑅𝑅2

((∑ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖).(
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝
𝑅𝑅𝑅𝑅𝑅𝑅𝑝𝑝

𝑛𝑛
𝑖𝑖=0 ))2

+ 𝛼𝛼𝑖𝑖
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖

 (3) 

Where:  
cwndp: The size of congestion window for the path p with biggest cwnd 
RTTp: Round trip time (delay) for path p with biggest cwnd. 
αi: referes to adjust the parameter of the path i. 
n: Refers to how many sub flows 
For every packet loss over sub flow i, the cwnd in multiplicative decrease is: 
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 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 / 2  

The first side in formula (3) provide the optimum resources pooling, where TCP 
compatible version which compensate for various RTT. The 2nd side with αi assurances 
the no flappiness and responsiveness of OLIA. 

4.3 The Balanced Opportunistic Linked Increasing Algorithm (BLIA) 

Current MPTCP congestion control methods such as MPTCP-LIA and MPTCP-
OLIA suffering from both unfair to the TCP of single path or inability to respond to 
conditions of network particularly when the entire paths used in MPTCP have the same 
latency. The tradeoff between unresponsiveness and unfairness problems is unavoida-
ble. BALIA wisely balances the tradeoff between two issues through striking a fair 
balance between responsiveness and friendliness [8]. The additive increasing and mul-
tiplicative decreasing stages can be illustrated as the following: 

Each ACK received by the transmitter on each sub-flow i, the cwnd i in Additive 
Increase [8]: 

 � 𝑥𝑥𝑖𝑖
𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖(∑ 𝑥𝑥𝑘𝑘)𝑛𝑛

𝑘𝑘=0
2� . �1+𝛼𝛼𝑖𝑖2 �. (4+𝛼𝛼𝑖𝑖5 ) (4) 

Where: 
𝑥𝑥𝑖𝑖 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖

𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖
         𝑎𝑎𝑖𝑖 = 𝑀𝑀𝑀𝑀𝑀𝑀(𝑥𝑥𝑘𝑘)

𝑥𝑥𝑖𝑖
 

n: Refers to how many sub flows 
For every packet loss over sub flow i, the cwnd in multiplicative decrease is: 

 �𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖
2

� .𝑀𝑀𝑀𝑀𝑀𝑀{𝑎𝑎𝑖𝑖 , 1.5}  

If the network has one available path then a_i must be 1 and the addition and multi-
plicative formula will be mitigated to default TCP algorithm which is either TCP-
NewReno or TCP-Cubic. 

4.4 The Delay Based Congestion Control (Wvegas) 

This method called Wvegas [9]. Contrasting of MPTCP-LIA that depends on packet 
drop event, this algorithm exploits packet queue latency as an indicator for existing the 
congestion in network. Comparing with LIA, OLIA and BALIA described previously 
which depend on packet loss event, wVegas is very sensitive to the changing when the 
congestion state occurs in the network, and it achieves quicker convergence and more 
data traffic moving timely. The following formula should be achieved at the finish of 
every transmission: 

In each sub_flow i, calculating the different between the actual data rate and ex-
pected rate [9]:  

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖 = � 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖
𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏_𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖

−  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖
𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖

� . 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏_𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖 (5) 
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Where,  
RTTi: represents the mean delay over the latest round on every sub flow i,. 
Base_RTTi represents delay for sub flow i in case of the path is uncongested.  
In the avoidance of congestion, if the diff i isn’t less than unfair i, and the data rate 

should be changed. 

 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖

 (6) 

 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑖𝑖 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑜𝑜𝑜𝑜 𝑎𝑎𝑎𝑎𝑎𝑎 𝑖𝑖

 (7) 

 𝑎𝑎𝑖𝑖 = 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑖𝑖 . 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑎𝑎 (8) 

5 The comparison of MPTCP congestion control methods  

The comparison about the throughput while transferring a one-Gigabyte file 
achieved in this scenario, through the four various MPTCP congestion control methods 
illustrated in the previous sections (LIA, OLIA, BLIA and wVegas). The file is down-
loading four times, each time with various congestion control methods are used. Both 
interfaces 3G and Wi-Fi are used with MPTCP congestion control methods at normal 
data traffic load. The results confirm that MPTCP-LIA outperforms the other three 
MPTCP congestion control in terms of the throughput at time (152s – 482s) as illistrated 
in Figure 6. MPTCP-BALIA outperforms the other three MPTCP congestion control 
methods in the interval between 0 322 second in terms of throughput. 

 
Fig. 6. Comparison between MPTCP congestion control methods 
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6 Conclusions 

MPTCP exploits multi interfaces such as 4G, mmWave,Wi-Fi to generate several 
subflows which use multi paths for one connection. The concept of multipath for het-
erogeneous network enhance throughput, exploit the resources of network, and confirm 
the robustness. In this paper, there is set of experiments which demonstrated that 
MPTCP outperforms single path TCP in terms of throughput. In normal traffic, the 
MPTCP has the preferences in terms of the throughput when comparing with single 
path TCP which uses Wi-Fi or 3G (Figure 2). For a heavy traffic, MPTCP enhanced 
the throughput without aggressing the default TCP when bottleneck of network is con-
gestion (Figure3).  

When comparing MPTCP with single subflow on Wifi link, the results confirm that 
there is enhancing in throughput because increasing one sub-flow comparing with sin-
gle path (Figure 4). With application layer, it is clear that MPTCP outperformed single 
path TCP through handover time. The throughput of MPTCP did not reach zero while 
the TCP has zero throughput and can resume after new connection (Figure 5). Regard-
ing MPTCP congestion control methods, it is a clear from the comparison that LIA has 
the best results in terms of the throughput during the light data traffic while BLIA has 
the best throughput during the heavy data traffic. The future work will be computing 
energy consuming in MPTCP and comparing with the single path. 
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