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PAPER

A Review of Deep Convolutional Neural Networks 
in Mobile Face Recognition

ABSTRACT
With the emergence of deep learning, Convolutional Neural Network (CNN) models have 
been proposed to advance the progress of various applications, including face recognition, 
object detection, pattern recognition, and number plate recognition. The utilization of CNNs 
in these areas has considerably improved security and surveillance capabilities by providing 
automated recognition solutions, such as traffic surveillance, access control devices, biometric 
security systems, and attendance systems. However, there is still room for improvement in 
this field. This paper discusses several classic CNN models, such as LeNet-5, AlexNet, VGGNet, 
GoogLeNet, and ResNet, as well as lightweight models for mobile-based applications, such as 
MobileNet, ShuffleNet, and EfficientNet. Additionally, deep CNN-based face recognition mod-
els, such as DeepFace, DeepID, FaceNet, and SphereFace, are explored, along with their archi-
tectural characteristics, advantages, disadvantages, and recognition accuracy. The results 
indicate that many scholars are researching lightweight face recognition, but applying it to 
mobile devices is impractical due to high computational costs. Furthermore, noise label learn-
ing is not robust in actual scenarios, and unlabeled face learning is expensive in manual 
labeling. Finally, this paper concludes with a discussion of the current problems faced by face 
recognition technology and its potential future directions for development.

KEYWORDS
computer vision, deep learning, deep convolutional neural network, face recognition, 
lightweight deep CNN models

1	 INTRODUCTION

Face recognition is a biometric identification technology that utilizes physio-
logical features to extract human facial features via a computer and authenticate 
identity based on these features [1]. With the continuous development of deep learn-
ing technology, especially Deep Convolutional Neural Network (DCNN), the field of 
face recognition has seen significant progress in recent years. As a non-contact and 
easy-to-implement technology, face recognition is not only applicable to mobile 
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devices, but it can also effectively mitigate the risk of contact transmission in the 
current context of pandemic prevention and control. This technology plays a criti-
cal role in enhancing security and surveillance capabilities by providing automated 
recognition solutions such as traffic surveillance, access control devices, biometric 
security systems, and attendance systems [2].

Face recognition involves three general steps: face detection, feature extraction, 
and face classification [3]. Face detection extracts information about facial position, 
size, and key point position from face images. Feature extraction uses a Convolutional 
Neural Network (CNN) to extract facial features. Face classification performs dis-
criminative classification by comparing the extracted facial features with the feature 
information in the database [4]. Although the use of CNN has been proven effective 
in face recognition, there is still room for improvement. The performance of these 
models depends on the variety of algorithms used. This article focuses on describing 
and comparing commonly used CNN algorithms in face recognition, including their 
architectural characteristics, advantages, disadvantages, and recognition accuracy.

The remainder of this paper is organized as follows: In Section 2, we provide a 
brief overview of classic CNN models, including their architectural characteristics, 
advantages, and disadvantages. We also summarize their error rates in classification 
tasks. In Section 3, we focus on analyzing face recognition models and their architec-
tural characteristics, advantages, disadvantages, and recognition rates in face data-
sets. Finally, we discuss the challenges faced by current face recognition technology 
and propose future development directions for face recognition.

2	 DEEP CNN

In recent years, the development of deep learning has led to a transformation in the 
theoretical models used for face recognition. Traditional artificial feature extraction 
models have been replaced by CNN models with higher quality and accuracy [5]
[6]. Face recognition is achieved by feeding a face image into the CNN model, which 
extracts multi-dimensional features that are then compared to the facial features 
stored in the database. The most commonly used DCNN models include LeNet-5 [7],  
AlexNet [8], VGGNet [9], GoogleNet [10], and ResNet [11]. In addition, there are 
also lightweight CNNs, such as MobileNet [12][13][14], ShuffleNet [15][16], and 
EfficientNet [17][18], which will be briefly explained in the following subsections. 

2.1	 LeNet-5

The LeNet-5 model, proposed in 1998, is one of the earliest CNN models, com-
prising of three convolutional layers, two pooling layers, and two fully connected 
layers, using the Sigmoid activation function [7]. Thanks to its innovative architec-
ture, LeNet-5 played a crucial role in advancing deep learning. Its multiple layers 
of convolution and pooling operations paved the way for the development of more 
complex and powerful CNN models. Additionally, LeNet-5 was designed specifically 
for handwritten digit recognition, a challenging task at the time, and achieved high 
accuracy on this task. Its success demonstrated the potential of CNNs for solving 
complex pattern recognition problems and inspired further research in the field. 
However, technological limitations, particularly hardware processing speed and 
stability, hindered the widespread adoption of CNN models, making it difficult for 
researchers to extend and apply these models further [19]. 
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2.2	 AlexNet

The AlexNet model won the first prize in the 2012 ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) and greatly advanced the development of deep learn-
ing [20]. It has five notable characteristics. Firstly, the ReLU activation function was 
introduced to address the problem of gradient disappearance or explosion, which 
significantly speeds up network training compared to the previously used Sigmoid 
activation function. Secondly, the Dropout regularization technique was proposed 
to alleviate the model’s overfitting problem by randomly deactivating some neurons 
during data training, reducing the number of network parameters. This approach 
enables all neurons to learn more comprehensive features, improving the network’s 
generalization ability [21]. Thirdly, CUDA was used to leverage the GPU’s powerful 
parallel computing ability to accelerate the Neural Network (NN) training. Fourthly, 
data augmentation techniques were applied to prevent overfitting and encourage 
the NN to recall essential features while also generating additional data. Lastly, the 
AlexNet model uses overlapping max pooling to reduce the spatial size of the output 
volume. However, the AlexNet model has some limitations. One limitation is that it 
requires a large amount of labeled data for training, which can be time-consuming 
and expensive to obtain. Additionally, the model is computationally expensive, and 
it may not be suitable for use on devices with limited processing power. Another 
limitation is that the model may not generalize well to new or unseen data, as it can 
be prone to overfitting. Finally, the AlexNet model has a large number of parameters, 
which can make it difficult to train and optimize. 

2.3	 VGGNet

In 2014, the Visual Geometry Group from the University of Oxford proposed the 
VGG network. VGG16 to VGG19 are variants of the network that have been widely 
adopted in computer vision tasks. Compared to AlexNet, VGG utilizes smaller con-
volution kernels to deepen the network, which improves recognition accuracy and 
enhances the generalization ability of CNNs. However, smaller convolution kernels 
require the computation of a substantial number of parameters at each layer, which 
slows down network learning and relies on the powerful computing ability of GPUs. 
The input to VGG is an RGB image of size 224 × 224 × 3. Initially, the average value is 
calculated for all images in the training set, and the normalized images are input into 
VGG. Then, the images are convolved with 3 × 3 or 1 × 1 kernels. Finally, classification 
is performed through three fully-connected layers. VGG has diverse architectures 
with layer numbers ranging from 11 to 19. As the number of layers increases, the 
accuracy of VGG reaches a bottleneck at the 16th layer, which tends to saturate [22].

2.4	 GoogLeNet

The Google research team developed GoogLeNet, which won the 2014 ILSVRC 
and improved network performance by deepening the number of layers further. The 
GoogLeNet network introduces the inception module, which is used in nine incep-
tion modules, resulting in a total of 18 layers. The inception module first convolves 
the input with a 1 × 1 kernel and a 3 × 3 window for maximum pooling. Next, sepa-
rate convolutions are performed with 1 × 1, 3 × 3, and 5 × 5 kernels, and the resulting 
feature maps of different scales are fused. Finally, the two convolution results are 
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combined to obtain the fused result. GoogLeNet has further deepened the network 
compared to previous networks, enabling the number of layers to reach 22. However, 
GoogLeNet’s parameter quantity is only 1/12 of that of AlexNet while being approx-
imately 10% more accurate than AlexNet in ImageNet, as reported in [23][24][25].

2.5	 ResNet

The ResNet model was proposed in 2015 by [11]. As the depth of a network 
increases, the gradient can either vanish or explode in a network composed of 
stacked layers, making the model difficult to train [26]. In face recognition, it has been 
observed that the 56-layer network model has a higher error rate than the 20-layer 
model on both the training and test sets, indicating that adding more layers degrades 
the network performance. The introduction of ResNet helps alleviate the problem of 
training very deep networks. Skip connections are used in ResNet to transmit data 
to deeper NN levels to alleviate performance degradation. This ensures the integrity 
of information, improves training speed and efficiency, without increasing the com-
putational burden of the network parameters [27].

2.6	 MobileNet

The Google research team developed a model called MobileNet, a lightweight 
network model for better application of network models on mobile terminals and 
embedded devices. It mainly utilizes depthwise separable convolution, which splits 
the standard convolution into depthwise convolution and pointwise convolution. 
With depthwise convolution, different convolution kernels are used for each chan-
nel, and one input channel corresponds to one convolution kernel. With pointwise 
convolution, 1 × 1 kernels perform standard convolution operations. The depthwise 
separable convolution strategy greatly reduces network model parameters and com-
putational complexity, albeit with a slight accuracy loss [28].

MobileNetv2, an extension of MobileNet, incorporates Inverted Residuals and Linear 
Bottlenecks borrowed from the ResNet architecture. The Inverted Residuals increase 
dimensionality via a 1 × 1 convolution kernel and use the ReLU6 nonlinear activation 
function, which can be more robust in low-precision computations. After a 3 × 3 convo-
lution kernel, dimensionality reduction is performed using a 1 × 1 convolution kernel. 
Since ReLU loses extensive information during high-to-low dimensionality transforma-
tion [29][30], a linear activation function is used in MobileNetv2. Compared to MobileNet, 
MobileNetv2 features a smaller model, faster detection, and higher accuracy.

MobileNetv3 combines MobileNet’s depthwise separable convolution and 
MobileNetv2’s inverted residual architecture with linear bottlenecks and is also inte-
grated with a lightweight attention module based on the Squeeze and Excitation [31]  
architecture. MobileNetv3 can automatically assign weights during training, 
thereby increasing the weights of valid feature maps while suppressing the weights 
of useless feature maps. The paper also proposes to search for the global network 
architecture through platform-aware neural architecture search (NAS)-based opti-
mization of each network block and to search for the number of filters by exploit-
ing the NetAdapt algorithm to ensure the optimal model can be found effectively. 
MobileNetv3 also introduces H-swish, a new nonlinear activation function. The 
H-swish function improves swish to reduce the computational overhead, which can 
effectively improve network accuracy [32]. 
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2.7	 ShuffleNet

ShuffleNet is a lightweight network model developed by Megvii’s technology 
team in 2018. It utilizes two core operations: channel shuffle and pointwise group 
convolutions. The channel shuffle operation involves two stacked group convolu-
tions. The group convolution channels do not communicate with each other, which 
can compromise the network’s feature extraction ability. However, by using chan-
nel shuffle, ShuffleNet can effectively overcome this limitation. Then, the feature 
maps of each channel are allocated in an orderly manner, which fully utilizes the 
advantages of group convolution. Experimental results have demonstrated that in 
ImageNet classification, ShuffleNet outperforms MobileNet in both accuracy and 
computational complexity [15].

In ShuffleNetv2, the authors conducted four experiments and derived four 
guidelines: (1) make the numbers of input and output channels of the convolution 
equal; (2) consider that group convolution increases memory access cost (MAC); (3) 
avoid using a fragmented network architecture; and (4) reduce element-wise oper-
ations. The authors have successfully improved the ShuffleNet model and proposed 
ShuffleNetv2 by following these guidelines. ShuffleNetv2 introduces a Channel Split 
operation, and the basic units of ShuffleNet. 

2.8	 EfficientNet

In 2019, a team proposed the EfficientNet model [17] which improved accuracy 
by balancing resolution, depth, and width dimensions while saving computing 
resources. The model consists of multiple MBConv (mobile inverted bottleneck con-
volution) blocks, which have a structure similar to MobileNetv2’s Inverted Residuals 
structure. The MBConv structure begins with a 1 × 1 pointwise convolution followed 
by a k × k depthwise convolution. Next, the Squeeze and Excitation attention selec-
tively amplifies valuable feature channels and suppresses useless ones before a final 
1 × 1 pointwise convolution is used to ensure the channel dimension is equal to the 
input channel dimension. Batch Normalization is applied after each convolution 
operation, and the Swish activation function is used. However, training EfficientNet 
becomes slow when increasing the resolution of training images or using Depthwise 
convolutions in shallow layers. In response, [18] presented EfficientNetv2 at CVPR 
in 2021, which proposes an improved progressive learning method that adjusts the 
canonical method dynamically based on the size of the training image. The studies 
reveal that using this approach has enhanced both training speed and accuracy. 
EfficientNetv2 replaces the shallow MBConv structure with the Fused-MBConv 
structure. Fused-MBConv uses standard convolution of 3 × 3 instead of depthwise 
convolution.

2.9	 Summary of CNN models

The earliest CNN model, LeNet-5, had a simple architecture but suffered from 
overfitting. To address this issue, AlexNet incorporated dropout, which helped accel-
erate network training and convergence, marking a significant milestone for deep 
learning. VGG, on the other hand, increased model depth and accuracy by utiliz-
ing small convolution kernels, but at the expense of greater computational cost. 
The GoogLeNet improved accuracy by incorporating the Inception architecture, 
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which reduces the number of parameters in the network. ResNet addressed the 
vanishing and exploding gradient problem in deep networks with its residual 
module. The lightweight MobileNet model utilized depthwise separable convolution 
technology to reduce parameters at a slight accuracy loss. MobileNetv2 introduced 
inverted residuals and linear bottlenecks, and MobileNetv3 used an attention model 
to improve accuracy and reduce parameters. ShuffleNetv1 introduced channel com-
munication technology and group convolution modules to resolve non-communica-
tion issues between channels, which were further improved upon in ShuffleNetv2 
with the addition of four rules for creating more effective networks. The EfficientNet 
model improved accuracy by balancing the resolution, depth, and width dimensions, 
and its successor, EfficientNetv2, improved training speed and performance further. 
Table 1 shows the Top-1 error rate on the validation set and the Top-5 error rate on 
the test set for different models in ImageNet classification, where “–” indicates that 
there is no corresponding experimental result in the corresponding reference.

Table 1. Error rates of different models in ImageNet

Model Number of 
Parameters (M)

Top-1 Error 
Rates (Test, %)

Top-5 Error 
Rates (Test, %)

LeNet-5 0.06 – –

AlexNet 60 36.7 15.3

VGG 138 – 7.3

GoogLeNet 5 – 6.67

ResNet-152 117 19.38 3.57

MobileNet v1-224 4.2 29.4 –

MobileNet v2(1.4) 3.4 25.3 –

MobileNet v3(1.0) 5.4 24.8 –

ShuffleNet v1 2x 5.4 26.3 –

ShuffleNet v2 2x 7.4 25.1 –

EfficientNet-B0 5.3 22.9 6.7

EfficientNetv2-S 22 16.1 –

3	 FACE RECOGNITION BASED ON DCNN

The use of DCNN in computer vision and image recognition has resulted in several 
outstanding DCNN-based face recognition models, including DeepFace [33], DeepID 
[34][35][36][37], and FaceNet [38]. These models leverage CNNs to extract and clas-
sify facial features, achieving high accuracy rates in face recognition while also deliv-
ering good performance in terms of detection speed. Compared to traditional CNNs, 
DCNNs typically possess more convolutional layers and a larger parameter space.

3.1	 DeepFace

DeepFace is a seminal model in the field of deep learning for face recognition, 
achieving a recognition rate of 97.53% on the Labelled Faces in the Wild (LFW) dataset, 
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which is comparable to human performance [37]. DeepFace’s face recognition process 
can be divided into four steps: face detection, face alignment, feature extraction, and 
classification. Firstly, the model identifies the human face and six fiducial points, fol-
lowed by texture mapping using local binary pattern histograms to extract the cor-
responding features and derive a 3D face model. Radiative changes are then made 
based on the six fiducial points to obtain the corresponding 67 facial landmark 
points. Finally, the corresponding 3D face is obtained through triangulation. While 
this alignment approach is more complicated than subsequent deep learning-based 
approaches, it is beneficial for extracting more effective features. After alignment, 
DeepFace employs a DCNN to extract facial features. It utilizes two shared convolu-
tional layers, three unshared convolutional layers, and two fully connected layers 
to process the image. Unshared convolution kernels are used to reduce information 
loss since different facial regions have varying local statistical features [39]. Finally, 
SoftMax is used for classification, and Dropout is incorporated to alleviate model over-
fitting. However, the 3D alignment approach used in DeepFace is computationally 
complex, and the model recognition speed drops to around 5 images per second due 
to the three unshared convolutional layers, while the parameter quantity is doubled. 
Furthermore, the classifier architecture of DeepFace requires different training for 
different data inputs to maintain accuracy, which reduces the model’s usability.

3.2	 DeepID 

The DeepID model for face recognition includes detection, alignment, feature 
extraction, and classification. It uses multi-channel, multi-scale, and multi-region seg-
mentation to detect faces and fiducial points before inputting data into the model [40].  
The DeepID architecture has four convolutional layers with a pooling layer designed 
after the first three layers. Celeb-Faces is used to train the DeepID model, and the joint 
Bayesian model is used to improve accuracy [41]. DeepID2 abandons the SoftMax 
classifier and uses multiple Bayesian classifiers fused into a single ensemble via 
Support Vector Machine (SVM) [42]. DeepID2+ builds upon DeepID2 by connecting 
the DeepID layer with the max-pooling at each layer, increasing the dimensionality 
of the last layer, and fusing two datasets during training. DeepID2+ is more robust 
to occluded faces and achieves an accuracy of about 99% on the LFW dataset even 
with 10% random occlusion [43]. The deeper NNs of VGG and GoogLeNet models did 
not produce better results than DeepID3.

3.3	 FaceNet

In 2015, Google developed the FaceNet model for face recognition. It maps human 
faces to Euclidean space using a CNN to extract features from the input image and 
calculate the Euclidean distances of the features, surpassing DeepID and achieving 
high accuracies on LFW and YouTube databases. The quality of the model is directly 
affected by the triplet loss function, making triplet selection crucial for improving 
performance. A lightweight FaceNet model is proposed in [44] with nearly identical 
accuracies to the original model but lower computational burden. In [45], the center 
and SoftMax losses are monitored jointly, making the learned features more discrim-
inative and generalizable with faster convergence and requiring fewer sample sizes. 
As stated in [46], Vu et al, combined FaceNet and SVM for face recognition, achieving 
a high recognition rate on the LFW dataset. 
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3.4	 Baidu

Baidu proposed a method for human face recognition in 2015 that combined 
Deep CNNs on multi-patch with Deep Metric Learning, achieving a 99.77% accuracy 
on the LFW dataset [47]. This approach involves segmenting an aligned face image 
into multiple overlapping patches and inputting them separately into the same net-
work for training. The multi-patch technique’s extracted features are more robust 
under complex conditions such as posture, occlusion, and expression. The features’ 
dimensionality is then reduced to 128 using metric learning supervised by triplet 
loss. The DCNN structure on multi-patch includes nine convolution layers and a 
SoftMax layer at the end for supervised multi-class learning. The network’s input is 
a 2D aligned RGB face image, with Pooling and Normalization layers between some 
convolution layers. The same structure is applied on overlapped image patches cen-
tered at different landmarks on the face region. 

3.5	 SphereFace

SphereFace is a face recognition algorithm that was proposed to overcome the 
challenges of complex scenarios [48][49]. It is the first algorithm to transform the fea-
ture space into a hypersphere angular feature space. The A-SoftMax and AM-SoftMax 
methods were developed to improve SphereFace’s limitations. The AM-SoftMax 
method reduces intra-class spacing by subtracting a value from the cosine value but 
does not expand inter-class spacing. Improvements were made to AM-SoftMax by 
subtracting m/2 from the normalized objective function cosθ

y
i

 and adding m/2 to the 
non-objective function cosθj [50]. The central loss function, which combines angular 
margin loss and central loss, outperforms the traditional SoftMax under the same 
network architecture [51].

3.6	 CosFace

In 2018, researchers proposed the CosFace algorithm, which is based on the Large 
Margin Cosine Loss (LMCL) approach [52]. This algorithm aims to address the issues with 
SphereFace and introduces LMCL, which is formulated as shown in equation (3) below. 
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The decision boundary of A-SoftMax:

	 C1:cos(mθ1) ≥ cos(θ2)	
	 C2:cos(mθ2) ≥ cos(θ1)	

was changed into:
	 C1:cos(θ1) ≥ cos(θ2) + m	
	 C2:cos(θ2) ≥ cos(θ1) + m	

The LMCL can restrict the cosine value by adding margin and expand the inter-
class angular distance by modifying the m value. The accuracies of CosFace on LFW 
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and YouTube Face (YTF) datasets are 99.73% and 97.6%, respectively, both surpass-
ing those of SphereFace.

3.7	 ArcFace

To improve the recognition ability of face recognition models and stabilize the 
training process, a novel additive angular margin loss was proposed by [53] in 2019. 
By training with this loss function, they obtained the ArcFace model. Compared to 
other loss functions, ArcFace directly maximizes the classification boundary in the 
angular space and moves the penalty term m from outside to inside of the cosine 
function. This approach poses stricter classification requirements and further 
enhances the classification ability of face recognition networks [54]. Different loss 
functions were compared in [55] for binary classification, and ArcFace was found 
to have a constant linear angular margin and better discriminative power in face 
recognition than SphereFace and CosFace. It is also computationally lightweight and 
easy to implement. ArcFace was further improved in [56] with a dynamic adaptive 
scaling factor and a style attention mechanism. The fair loss was proposed in [57] to 
address the class imbalance problem in face recognition, where some classes have 
more samples than others, by allowing each class to learn an appropriate adaptive 
margin. The fair loss outperforms other methods on all three datasets.

3.8	 Summary

The development of DCNNs has greatly advanced the field of face recognition. 
DeepFace, the first model to apply DCNN to face recognition, uses a procedure of 
detection–alignment–extraction–classification and achieves impressive results on 
the LFW dataset, providing a reference for subsequent face recognition research. 
However, the computational complexity of 3D alignment and the large number 
of network parameters limit the model’s usability. In 2014, the DeepID model was 
proposed with a multi-scale, multi-channel approach and extended the dataset, 
improving the accuracy on LFW to 97.45%. DeepID, however, uses SoftMax, which is 
ineffective in representing features. Later models such as DeepID2 and DeepID2+ use 
joint Bayesian classification and increase feature dimensionality to improve train-
ing results and robustness to occlusion. FaceNet uses neither complex alignment 
nor SoftMax classification, instead normalizing extracted features and calculating 
Euclidean distance using Triplet Loss. However, an inappropriate selection strategy 
for triples can lead to overfitting. Baidu integrates multi-patch and metric learning 
for better robustness in complex scenarios. A novel loss function based on center 
loss was proposed in 2016, which when combined with SoftMax loss, improves net-
work classification ability and face recognition performance. SphereFace, CosFace, 
and ArcFace introduce the multiplicative angular margin, the additive cosine angu-
lar margin loss, and the additive angular margin to the loss function, respectively, 
narrowing the intra-class spacing and expanding the inter-class spacing to enhance 
SoftMax’s classification ability. While current loss functions are impressive, there 
remains ample room for improvement. In [58], a combination of guided image fil-
ters and CNNs is proposed to reduce the effects of lighting, pose, and expression 
on faces. In [59], a face recognition approach based on non-subsampling shearlet 
transform (NSST), CNN, and SVM is proposed. In [60], a hybrid ConvNet approach 
is used for face validation to learn face similarity between image pairs. Table 2 lists 
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the accuracies of face recognition models on the LFW, YTF (YouTube Faces), CFP-FP 
(Celebrities in Frontal-Profile in the Wild), and AgeDB-30 datasets, where “Data” 
indicates the number of parameters in the model.

Table 2. Comparison of accuracies of different face recognition models

Method Years Data (M) LFW (%) YTF (%) CFP-FP (%) AgeDB-30 (%)

DeepFace 2014 4 97.35 91.4 – –

DeepID 2014 0.2 97.45 – – –

DeepID2 2014 0.3 99.15 – – –

DeepID2+ 2015 0.3 99.47 93.2 – –

DeepID3 2015 0.3 99.53 – – –

FaceNet 2015 200 99.63 95.1 – –

Baidu 2015 1.3 99.13 – – –

[61] 2016 0.7 99.28 94.9 – –

SphereFace 2017 0.5 99.42 95.0 94.17 97.30

[45] 2018 0.7 99.31 – – –

CosFace 2018 5 99.73 97.6 94.4 97.91

ArcFace 2019 5.8 99.83 98.02 95.56 95.15

[57] 2020 5.2 99.15 – 98.85 91.24

As shown in Table 2, ArcFace showed the best performance with an accuracy of 
99.83% on the LFW dataset and 98.02% on the YTF dataset, respectively. The method 
proposed in [57] obtained the highest accuracy of 98.85% on the CFP-FP dataset. 
Meanwhile, CosFace had the highest accuracy of 97.91% on the AgeDB-30 dataset.

4	 DISCUSSIONS AND RECOMMENDATIONS

In term of image classification, the LeNet-5 is a classic CNN architecture that is not 
as powerful as some of the newer architectures, but it is still a good choice for simple 
image recognition tasks. It is recommended for beginners who want to understand 
the basics of CNNs. The AlexNet and VGG are good choice for general image rec-
ognition tasks, especially to deal with a large dataset. It is easy to understand and 
implement, making it a popular choice for academic research. However, it can be 
computationally expensive. A CPU is required, as otherwise the experimental results 
may vary and not be significant. The GoogLeNet is recommended for tasks where 
computational efficiency is crucial. The ResNet-152 is a deeper version of ResNet and 
is suitable for complex image recognition tasks, especially when dealing with large 
datasets. But, it can be computationally expensive as well. The MobileNet is designed 
for mobile and embedded devices, offering a good trade-off between accuracy and 
model size. The MobileNetv2 offers better performance and efficiency, providing 
higher accuracy at the cost of a slightly larger model size. It is recommended for 
mobile applications where a balance between accuracy and size is needed and the 
MobileNetv3 is recommended for applications that require real-time performance 
on mobile devices. The ShuffleNet offers higher accuracy at the expense of a larger 

https://online-journals.org/index.php/i-jim


	 14	 International Journal of Interactive Mobile Technologies (iJIM)	 iJIM | Vol. 17 No. 23 (2023)

Chi et al.

model size. The ShuffleNetv2 is recommended for resource-constrained scenarios. 
The EfficientNet is the baseline version and is recommended as a starting point for 
many image recognition tasks. The EfficientNet-B6 is recommended when you need 
high accuracy with constrained resources.

In terms of face recognition algorithms, the DeepFace and DeepID models are 
both excellent choices for face verification tasks, especially in controlled environ-
ments and simple face recognition projects. However, DeepID outperforms DeepFace 
in terms of power and accuracy for face identification tasks. Additionally, DeepID3, 
an advanced version of the DeepID series, offers improved performance and robust-
ness, making it well-suited for tasks that demand high accuracy and can handle 
variations in facial appearance. For highly accurate face recognition tasks, FaceNet 
is widely recognized for its ability to learn highly discriminative face embeddings, 
making it a recommended choice. Despite Baidu’s face recognition technology being 
known for its efficiency and accuracy, specific details about its algorithms are not 
publicly available. Therefore, Baidu may not be suitable for research purposes. For 
tasks requiring a high level of robustness and accuracy, SphereFace is a suitable 
option. CosFace is a recommended choice for tasks that prioritize both accuracy and 
robustness. Lastly, ArcFace is the ideal algorithm for tasks where achieving high 
accuracy and robustness is critical. 

5	 CONCLUSION AND FUTURE WORKS

CNNs are highly regarded for their local connection and weight sharing capabili-
ties, making them vital in computer vision and image recognition. Their importance 
will continue to be a topic of research for the foreseeable future, and face recognition 
technology based on DNN will become increasingly sophisticated. Researchers have 
been focusing on modifying loss functions to improve the generalization ability of 
networks and increase model performance. Despite these efforts, several challenges 
still persist. In complex scenarios, human faces are susceptible to factors such as pos-
ture, expression, illumination, and occlusion, which may greatly reduce the recogni-
tion rate. In the future, the primary challenge for face recognition will be capturing 
subtle inter-class variations amidst significant interference from intra-class changes.

With the continuous development of science and technology, face recognition 
research is likely to head in the following directions in the future:

•	 Lightweight face recognition: Some bulky networks require a significant amount 
of memory and computational power, making it impractical to apply them on 
mobile devices. Although researchers have been working on lightweight face rec-
ognition, improving its efficiency and accuracy is still highly necessary.

•	 Noise label learning: In the process of collecting large-scale face data, there is 
often a label noise problem. Researchers are exploring ways to build clean data-
sets by denoising or learning noise-robust face representations. However, these 
approaches are often impacted by network model ability and cannot be flexibly 
applied in actual scenarios. Noise label learning remains an unsolved issue in 
face recognition technology.

•	 Unlabeled face learning: With the increase in data size, manual labeling has 
become too expensive. There are many unlabeled face datasets, and another 
future research direction is to explore ways to perform face recognition using 
unlabeled face datasets while retaining high accuracy.
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This study summarizes the advances, insights, and future prospects of DCNN-
based face recognition technology based on representative face recognition models 
over the years. The background and general face recognition process are initially 
described, followed by an outline of classic CNN models. Next, the DCNN-based face 
recognition models are reviewed, and suggestions for improvements to the models 
are provided. Finally, the difficulties and challenges encountered by face recognition 
are analyzed, and future development directions are proposed.
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