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PAPER

An Energy and Latency Trade-off for Resources 
Allocation in a MEC System

ABSTRACT
This paper addresses the issue of efficient resource allocation in a Mobile Edge Computing 
(MEC) system, taking into account the trade-off between energy consumption and operation 
latency. The increasing deployment of connected devices and data-intensive services in the 
Internet of Things (IoT) poses significant challenges in terms of managing computational 
resources. In this study, we propose a MEC system model that considers energy constraints 
and the need to minimize latency to ensure optimal performance. We formulate the resource 
allocation problem in terms of a trade-off between energy consumption and latency, and 
explore solutions based on heuristic task offloading techniques. Our experiments demon-
strate that our approach achieves improved latency performance while reducing energy con-
sumption. We also evaluate the impact of various parameters, such as workload and resource 
availability, on the energy-latency trade-off.

KEYWORDS
mobile edge computing, multitask, processing time, energy, computation offloading, 
optimization

1	 INTRODUCTION

Mobile Edge Computing (MEC) is an approach to distributed computing that aims 
to bring computation and storage resources in close proximity to the network edge. 
By locating these resources near devices such as smartphones, sensors, and IoT 
devices, MEC enables faster response times and increased data transfer capacity. 
This is particularly beneficial for applications that demand real-time processing or 
involve the transfer of large volumes of data.

In a context where connected devices and data-intensive applications are experi-
encing exponential growth, MEC systems offer a promising solution by bringing com-
putation and data storage closer to the network edge. This reduces latency, improves 
application performance, and provides a better user experience. However, the effi-
cient allocation of resources in these heterogeneous and dynamic environments is 
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a complex challenge. This paper proposes an approach that considers the trade-off 
between energy consumption and latency introduced during resource allocation. 
The objective is to optimize this allocation to minimize energy consumption while 
ensuring acceptable latency times. The results of this study can provide valuable 
guidelines for the design and optimization of MEC systems, contributing to better 
resource utilization and enhanced performance in next-generation networks.

There is a significant amount of research that has been conducted in the area 
of MEC. The authors in [1] propose an algorithm based on a linear programming 
approach to simultaneously optimize energy consumption and latency in MEC 
systems. The algorithm aims to optimally allocate tasks to MEC servers, taking into 
account capacity constraints and latency requirements. The authors in [2][3] devel-
oped an optimization algorithm based on a heuristic approach to minimize energy 
consumption in MEC systems. The algorithm considers the energy characteristics 
of edge resources such as MEC servers, antennas, and IoT devices to optimize their 
utilization and reduce overall energy consumption. The authors in [4] proposed a 
latency prediction method based on machine learning for MEC resource allocation. 
By using historical data on workload and network performance, the predictive model 
can estimate the expected latency for different resource allocation configurations, 
enabling informed decision-making. The authors in [5][6] proposed an adaptive 
energy management approach for MEC servers, focusing on optimizing energy con-
sumption based on workload variations. The algorithm dynamically adjusts energy 
management parameters, such as processor frequency and sleep mode, according 
to processing demand and latency constraints. The authors in [7][8] proposed an 
energy-efficient caching mechanism to reduce latency and energy consumption in 
MEC systems. The mechanism leverages spatial and temporal locality characteristics 
of data requests to determine which content should be cached at the MEC servers, 
minimizing response times and bandwidth usage. The authors in [9] have explored 
different architectural approaches for implementing MEC systems, including cen-
tralized, decentralized, and hybrid architectures. The authors in [10] have studied 
how to effectively allocate resources, such as computation, storage, and bandwidth, 
in MEC systems to optimize performance and reduce costs. The authors in [8] have 
investigated how to ensure that MEC systems can deliver the necessary level of 
Quality-of-Service (QoS) to applications, including low latency and high reliability. 
The authors in [11] have examined how to protect MEC systems from various types 
of attacks and how to ensure the privacy of user data. The authors in [12] have stud-
ied how MEC can be used to improve the performance of specific applications, such 
as augmented and virtual reality, gaming, telemedicine, and autonomous vehicles. 
The authors in [13] have investigated various networking and communication pro-
tocols and technologies that can be used in MEC systems to improve performance 
and reliability. Overall, the field of MEC is a rapidly evolving area of research that 
has the potential to have a significant impact on a wide range of applications and 
industries.

We live in an era where everything is connected; IoTdevices have invaded the 
world of computing. Due to their limited capacities, the needs in terms of storage, 
communication, and especially computing resources have increased. The traditional 
solution consists of adopting Cloud Computing in order to relieve this equipment 
of heavy calculations. But real-time data processing has become more important. 
This is where the role of edge computing lies, bringing compute-intensive process-
ing closer to the mobile device. Thus, several restrictions have been overcome. This 
feature of edge computing is called calculation offloading.

The MEC paradigm aims to extend the cloud resources to the network edge 
[14][15]. MEC is a set of small servers located at access points or base stations [16]. 
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In addition, recent works enrich the MEC with a lot of features and functionalities, 
such as mobile web browser acceleration [17], healthcare [18], connected vehicles 
[19][20], and video streaming and analysis [21]. In recent times, several works have 
studied computation offloading for the MEC environment [22][23][24]. Inspired by 
previous work on computational offloading and mobile cloud computing [25][26], we 
distinguish two categories of computational offloading applications. Computational 
offloading and WPT to the edge servers reduce the energy consumption of smart 
devices [27][28]. Efficient computation offloading in MEC has become an effective 
technique to bring down the latency constraints that are usually associated with 
geo-dispersed cloud computing [29][30]. In order to reduce transmission latency, a 
MEC server is placed near the terminals [31][32]. Edge computing can effectively 
improve the security and reliability of cloud systems [33][34][35].

In this paper, we focus on the computational offloading decision process for intel-
ligent multitasking optimization in an MEC system. The latter is composed of an 
Edge server and a Smart Device Mobile (SMD) loaded with a list of offloadable tasks. 
In other words, our objective is to explore new strategies for the decision of effective 
offloading in order to improve the performance of mobile devices and applications 
from the point of view of calculation times as well as energy consumption, while 
guaranteeing the constraints of application execution latency and the available 
amount of local energy (the critical battery of mobile devices).

This paper is structured as follows: Section 2 presents the methodology. Section 3 
shows the results and discussion while Section 4 concludes the paper.

2	 METHODOLOGY

Figure 1 illustrates our hypothetical scenario of a single smart mobile device with 
limited energy and a list of offloadable tasks τ = (τ1, τ2, …, τN) that can be offloaded. 
Additionally, there is a time limit T

i

d  set by the application that must be followed 
for the execution of the complete list. We formulate the appropriate optimization 
problem as a result, and we provide a heuristic solution. Additionally, the SMD has a 
finite amount of energy (Emax) to complete this set of tasks.

Fig. 1. System process

Depending on the available computation and radio resources, there are three 
types of offloading decisions:

•	 Local execution is carried out locally by the mobile device itself.
•	 Complete offloading consists of sending the entire set of tasks to the MEC server.
•	 Partial offloading only tasks involves heavy calculations and they are sent to 

the MEC server.
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Execution of all these tasks must occur within the time specified by the application.
The task is also defined by the following four parameters: The quantity of com-

puting required to complete this task’s processing is referred to as the workload 
λi[cycles], di[bits] the volume of program code and input parameters that must be 
transferred from the SMD to the edge server, T

d

i reference to the maximum latency 
required for this task, and xi the execution nature decision for a task τi either by SMD 
or by offloading to the edge server. If xi = 1 then task τi execution is performed locally 
by the mobile device itself. If xi = 0 then consists of sending the task τi to the MEC 
server. All used formulas and expressions are presented in Table 1.

Table 1. Formulas

Formula Signification

t
f

li

i

L

�
� Execution time of task τi locally by the SMD itself, where fL 

refers to the frequency of the SMD.

t
r

ci

i�
� Time to transmit the task τi to the edge server, 

where r is the transmission rate (bits/s) in line with 
Shannon equation.

t
f

si

i

S

�
� Time to execute the task τi at the edge server, where fS is 

the execution frequency of the edge.

el el el elN klf
l

� �( , , , )1 2 2�  �
Vector containing the energy consumption of task τi 
locally by the SMD itself, where kl is the energy efficiency 
coefficient.

e
p d

r
ci

t i=
Energy consumption of the communication process of task 
τi where pt signifies the transmitting power.

e K f
si S S
� 2�

i

Energy consumption at the edge server of task τi, where Ks 
is the energy efficiency coefficient.

X x x x
N

= ( , , )
1 2


Vector containing the xi of N tasks.

X x x x
0 1 2
= ( , , ) N

Vector containing the xi of N tasks where xi =	0.

U = ( , , , )1 1 1 Vector filled with ones.

X1 = U − X Vector containing the xi of N tasks where xi =	1.

� � ( , , )� � �
1 2

 N
Vector filled with λi.

Λ0	=	U ΛT Scalar product between the two vectors U and 
transposed of Λ.

Λ1	=	X ΛT Scalar product between the two vectors X and 
transposed of Λ.

D d d d
N

= ( , , , )
1 2


Vector filled with di.

D0 = UDT Scalar product between the two vectors U and 
transposed of D.

D1 = XDT Scalar product between the two vectors X and 
transposed of D.

t t t t
f

l l l lN

L

� �( ,� ,� �,� )� �
1 2

1
 �

Vector containing the tli of N tasks

(Continued)
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Formula Signification

T X t
L l l

T= Scalar product between the two vectors X and 
transposed of tl.

t t t t
r
D

c c c cN
� �( ,� ,� �, � )= =

1 2

1


Vector containing the tci of N tasks

T X t
c c

T= 0
Scalar product between the two vectors X0 and 
transposed of tc.

t t t t
f

s s s sN

S

� ��( ,� ,� ,� )
1 2

1
 �

Vector containing the tsi of N tasks

T X t
s s

T= 0
Scalar product between the two vectors X0 and 
transposed of ts.

e e e e k f
l l l lN l l
� �( ,� ,� ,� ) �� �

1 2

2
 � Vector containing the eli of N tasks

E e k f
L l l

T

l l l

T� �� ��X X2 � Scalar product between the two vectors Xl and 
transposed of el.

e e e e
p

r
D

c c c cN

t
� �( ,� , ,� ) �= =

1 2


Vector containing the eci of N tasks

E e p D
C O C

T

t l

T�� � �= =�X � X
Scalar product between the two vectors X0 and 
transposed of ec.

e e e e k f
S s s sN S S
� ( ,� ,� ,� ) �� ��

1 2

2
 � Vector containing the esi of N tasks

E e k f
S S

T

S S
�� �� ��X X T

0

2

0
� Scalar product between the two vectors X0 and 

transposed of es.

2.1	 Problem	formulation

To formulate our optimization problem, our aim is to minimize the trade-off 
between energy consumption and processing time during the offloading process 
while also ensuring that the minimum amount of energy (the battery lifetime) and 
processing time are both met. We first calculate the energy consumption and the 
total processing time of the SMD.

 T X f f
f

D

r f
S L

L s

( ,� ,� ) �
�

��
�

� �
� � �

1 1 1  (1)

 E X f f k f k f
p D

r
k f

S L S S L L

t

L L
�( ,� ,� ) � ( ) � � ��� � � �� �

1

2 2 1 2  (2)

Then we utilize to the two objective functions the weights α1 and α2 such that 
α1 +	α2	=	1and we use Emax and max T

d

i( ) to normalize the energy and the global objec-
tive function processing time and remove their units. The resulting problem is 
formulated as follows:

 C X f f
T

T X f f
E

E X f f
E

T

S L

d

i S L max S
( ,� ,� )

max( �)
�� ( ,� ,� ) � ( ,� ,�� �

� �
1 2

LL
)� (3)

Table 1. Formulas (Continued)
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In this problem, each potential offloading decision solution must adhere to the 
constraints (C1,1) to (C1,6) mentioned above.

We can observe that problem P1 is a multivariate optimization problem. To solve 
it, we will break it down into the following two sub-problems:
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With:

 C f
T f

k f

E
E

T

L

d

i

L

L L

1 0

1 2

2

( ) �
�

�
��

�

�
��� �

� �
max

 (4)

And

 C f
T f

k f

E

D

r T

pt

E
E

T

S

d

i

S

S S

d

i2 1

1 2

2

1 1 2
( ) �

�

�
��

�

�
�� �

�

�
� � �

� � � �
max max

���
�

�
��  (5)

According to equations 4 and 5 obtained above in the two sub-problems P2.1 and 
P2.2, and with a given offloading decision vector X, the first function is written in 
the following form

C f
A

f
A f

E

T

L

L

L L1

1

2

2�( ) � �� �� �

and the second function is written in the following form

C f
A

f
A f A

E

T

S

S

S2

3

4

2

5
��( ) ����� � �� �� � �  with A1, A2, A3, A4, A5, are variables independent 

constants.
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The algorithm 1 gives the two optimal values, the frequency f
L
*  of the SMD, as 

well as the frequency f
S
*  of the Edge server.

https://online-journals.org/index.php/i-jim


 140 International Journal of Interactive Mobile Technologies (iJIM) iJIM | Vol. 17 No. 20 (2023)

El Ghmary et al.

2.2	 Method	based	on	brute	force	search

Brute Force Search (BFS) is an analysis method that involves testing all possi-
bilities to find a solution to a problem. This method is often used in the fields of 
cryptography and computer security.

By using BFS, all possible combinations are tested until the optimal solution 
is found. This method can be very effective for problems with a small number of 
possibilities. However, for more complex problems, the time required to test all 
possibilities can be very long or even impossible in practice.

2.3	 Heuristic	offloading	method	based	on	simulated	annealing

Simulated Annealing(SA) [36–38] is a stochastic optimization algorithm that is 
often used to find a near-global minimum or maximum of a complex function, par-
ticularly in the context of combinatorial optimization problems. It is a probabilistic 
technique that is based on the physical process of annealing, in which a material is 
heated and then slowly cooled to increase its structural order.

In SA, the optimization problem is viewed as a system with a certain energy level, 
and the goal is to find the state with the lowest energy (i.e., the global minimum). 
The algorithm starts with an initial solution and then iteratively generates new solu-
tions by making random changes to the current solution. These new solutions are 
evaluated and accepted or rejected based on a probability function that depends 
on the difference in energy between the current and the new solution, as well as a 
temperature parameter that is gradually decreased over time.

At the beginning of the algorithm, the temperature is set high, allowing the algorithm 
to make large jumps in the search space. As the temperature decreases, the algorithm 
becomes more selective, only accepting moves that decrease the energy of the system. 
This allows the algorithm to escape local minima and search for the global minimum.

Simulated Annealing is a powerful optimization technique that can be used to solve 
a wide range of problems, including problems with many local minima or maxima, 
problems with discontinuous or non-differentiable objective functions, and problems 
where the search space is large and complex. For our solution, we denote HOMBSA.

https://online-journals.org/index.php/i-jim
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In this algorithm, a random number in the range of [0, 1] is generated using the 
function random (0, 1). The neighbor (X) function produces a set of decision states 
that are close to the input X. The acceptance probability, denoted as P(CT

E , Cnew 
T
E , Temp), 

determines whether a new state, Xnew, is accepted based on the processing times C
E

T  
and C

new

T

E
 of the current state X and the new state Xnew, respectively. Additionally, 

the acceptance probability also depends on a global parameter called Temp, which 
represents the temperature and varies across iterations.

2.4	 Simulation	setup

The results obtained were averaged over 100-time executions. The programs 
were developed using C++ on a PC with 8GB of RAM and an Intel Core processor 
i7 − 2620M 2.7GHz. The simulation experiments were conducted with the basic 
parameters listed in Table 2.

Table 2. Simulations’ parameters

Parameter Value Parameter Value Parameter Value

f min 1MHz Ks 10−29 r 100 KB / s

f max 60MHz KL 10−26 Emax [0.6, 0.8]ΛKL(F max)2

Fs 6GHz Td [0.5, 2] di [30, 300]KB
pt 0.1Watt Temp0 100 λ [60, 600]MCycles

α 0.5 CF 0.85 ∈ 0.3

3	 RESULTS	AND	DISCUSSION

The energy consumption of an application is determined by the quantity of 
energy required to run its services. The difference between the energy stored in the 
battery and the energy utilized by the primary components has grown with succes-
sive iterations. The consumption of energy is a result of the software’s demand for 
ever-increasing quantities of its components, resulting in the consumption of energy. 
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It is consequently essential to measure and comprehend the energy consumption of 
the SMD. In order to enhance the user experience, this will motivate researchers to 
develop various strategies for reducing energy use. Its energy consumption has a 
substantial effect on its autonomy but a small effect on its total energy consumption. 
This work focuses on the relationship between energy usage and execution time by 
constructing a mathematical model that satisfies all industrial requirements. The 
acquired simulation results support the efficiency of the proposed model, with the 
expected outcome being that the time-energy tradeoff in the BFS scenario is opti-
mal, as depicted in Figure 4, and significantly lower than in the ALL LOCAL and 
ALL OFFLOAD situations, as depicted in Figures 2 and 3, respectively. Optimizing 
this trade-off is thus of crucial importance. In order to comprehend and debug the 
energy consumption of mobile applications, it is important to be able to measure the 
energy consumption of mobile devices.

Fig. 2. ALL OFFLOAD: Energy- time trade-off

Fig. 3. ALL LOCAL: Energy-time trade-off
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Fig. 4. Trade-off energy-time

Fig. 5. Execution time

The energy cost required for hardware components to perform their functions 
defines energy consumption. This activity is driven by the software operations asso-
ciated with the user action. In fact, the software generates a certain amount of work 
in a specific amount of time, which causes hardware actions.

An experiment involved varying the parameter for the number of tasks, ranging 
from 2 to 24. The results of this experiment are presented in two figures. Figure 4 
illustrates the outcomes obtained for both the exhaustive search solution and the 

https://online-journals.org/index.php/i-jim
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simulated annealing-based solution (HOMBSA). It demonstrates a minimal gap 
between the curves, representing the average processing time of the processed tasks. 
As a result, the disparity between the exhaustive search (BFS) approach and the 
HOMBSA method fluctuates between 0.00% and 0.25%.

The average execution time in milliseconds for obtaining offloading decisions 
is illustrated in Figure 5, showcasing both solutions, while the number of tasks N 
is varied between 2 and 24. The figure distinctly portrays the exponential increase  
in execution time in relation to N for the exhaustive search method. In contrast, 
the HOMBSA solution maintains a consistent execution time, where it only reaches 
1.00 ms when N = 24.

4	 CONCLUSION

In this study, we have examined the trade-off between energy consumption and 
latency in resource allocation within a MEC system. The increasing deployment of 
connected devices and data-intensive services in the IoT has presented significant 
challenges in managing computational resources effectively. Accordingly, we pro-
posed a MEC system model that takes into account energy constraints and the need 
to minimize latency in order to achieve optimal performance. By formulating the 
resource allocation problem as a trade-off between energy consumption and latency, 
we explored an exact solution based on the BSF methods and an approximate 
solution based on heuristic task offloading techniques.

Our study highlights the importance of considering the energy-latency trade-off in 
resource allocation for MEC systems. The obtained results provide practical insights 
for the design and efficient management of such systems, opening perspectives for 
advanced applications based on the Internet of Things.
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