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PAPER

P2FLF: Privacy-Preserving Federated Learning 
Framework Based on Mobile Fog Computing

ABSTRACT
Mobile IoT devices provide a lot of data every day, which provides a strong base for machine 
learning to succeed. However, the stringent privacy demands associated with mobile IoT 
data pose significant challenges for its implementation in machine learning tasks. In order to 
address this challenge, we propose privacy-preserving federated learning framework (P2FLF) 
in a mobile fog computing environment. By employing federated learning, it is possible to 
bring together numerous dispersed user sets and collectively train models without the need 
to upload datasets. Federated learning, an approach to distributed machine learning, has gar-
nered significant attention for its ability to enable collaborative model training without the 
need to share sensitive data. By utilizing fog nodes deployed at the edge of the network, P2FLF 
ensures that sensitive mobile IoT data remains local and is not transmitted to the central 
server. The framework integrates privacy-preserving methods, such as differential privacy 
and encryption, to safeguard the data throughout the learning process. We evaluate the 
performance and efficacy of P2FLF through experimental simulations and compare it with 
existing approaches. The results demonstrate that P2FLF strikes a balance between model 
accuracy and privacy protection while enabling efficient federated learning in mobile IoT 
environments.
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1	 INTRODUCTION

The mobile Internet of Things (IoT) has revolutionized the way we interact 
with the digital world by linking various devices and sensors to the Internet [1]. 
These IoT devices create a massive amount of data every day [2], offering a rich 
source of information that can be leveraged for various applications, including 
machine learning. Machine learning algorithms have shown great potential in ana-
lyzing and extracting insights from mobile IoT data, enabling intelligent decision- 
making and predictive analytics [3]. However, despite the immense benefits of 
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utilizing mobile IoT data for machine learning, privacy concerns pose significant 
challenges. Mobile IoT devices collect sensitive information about individuals, such 
as personal preferences, location data, and behavior patterns. The transmission and 
storage of this sensitive data can lead to privacy breaches, data misuse, and security 
vulnerabilities [4]. Consequently, strict regulations and privacy demands have been 
imposed to protect users’ sensitive information.

To overcome these challenges, privacy-preserving machine learning tech-
niques have emerged as a promising solution. These techniques aim to enable 
effective machine learning while safeguarding the privacy of individuals’ data. 
Federated learning is one strategy that facilitates collaborative training of machine 
learning models without revealing the underlying raw data of the participating  
parties [5]. Federated learning operates in a decentralized manner [6], where each 
participant trains a local model on their data and only shares model updates with a 
central server or among the participating parties [7]. This decentralized approach 
ensures that the sensitive data remains on the local devices and is not transmit-
ted to a central server, thereby addressing privacy concerns associated with data 
transmission.

In the context of IoT environments, fog computing has gained attention as an effi-
cient paradigm for processing and analyzing IoT data [8]. Fog computing involves 
deploying computing resources, such as fog nodes, at the network edge, nearer to 
the IoT devices. This enables data processing and analysis to occur near the data 
source, reducing latency and bandwidth requirements. Motivated by the potential 
of federated learning and the benefits of fog computing in IoT environments, we 
suggest a “privacy-preserving federated learning framework (P2FLF) in a fog com-
puting setting”. P2FLF aims to enable effective and privacy-preserving machine 
learning in IoT environments by leveraging federated learning and fog computing 
techniques. The P2FLF framework utilizes fog nodes deployed at the edge of the 
network to establish local federated learning environments. Each fog node acts as a 
coordinator for a group of IoT devices within its range. The IoT devices within each 
group participate in local model training using their data, while the fog node coordi-
nates the federated learning process [9].

To ensure privacy preservation, P2FLF integrates various privacy-preserving 
techniques, including differential privacy and encryption. Differential privacy adds 
noise to the model updates to prevent the leakage of individual information, while 
encryption techniques are used to secure communication between fog nodes and 
central servers. In this paper, we evaluate the performance and effectiveness of the 
P2FLF framework through extensive experimental simulations. We compare the 
results of P2FLF with existing approaches in terms of model accuracy, privacy pres-
ervation, and communication overhead. The evaluation aims to demonstrate the 
capability of P2FLF in striking a balance between model accuracy and privacy pro-
tection while enabling efficient federated learning in IoT environments.

The subsequent sections of this paper are structured as follows: Section 2 provides 
an overview of the existing literature in the realm of privacy-preserving machine 
learning and federated learning, providing valuable insights into the research 
conducted in this area. Section 3 presents the methodology. Section 4 presents the 
experimental setup and evaluation results. Finally, Section 5 concludes the paper 
and outlines future research directions. Overall, this research aims to contribute to 
the development of privacy-preserving machine learning frameworks for IoT envi-
ronments. The proposed P2FLF framework offers a novel approach to address the 
privacy challenges associated with IoT data and provides a foundation for secure 
and collaborative machine learning.

https://online-journals.org/index.php/i-jim
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2	 LITERATURE	REVIEW

[10] proposed a privacy-preserving federated learning approach specifically 
designed for fog computing. In this scheme, each fog node assumes the role of a 
participant, enabling it to gather data from Internet of Things (IoT) devices and per-
form the learning task within the framework. Their design incorporates a hybrid 
approach, combining both centralized and distributed training modes, to enhance 
practicality. This approach effectively addresses the issue of ineffective training 
caused by the substantial variations in data volume and computing power among 
IoT devices.

[11] introduced PPFchain, a new federated learning-capable blockchain-based 
structure, to protect the “security and privacy of sensor-IoT-based infrastructure” 
using sampled ECS data. To ensure privacy for users and their data residing in 
off-chain fog nodes, we employed the federated model in the architecture while 
taking performance into account. Furthermore, the findings demonstrate that the 
PPFchain delivers precision, effectiveness, and heightened protection.

Although federated learning (FL) has been utilized extensively in the Internet of 
Vehicles (IoV), there are issues in its efficiency and privacy protection when employed 
with fog computing. To address these issues, [12] proposed Galaxy, a practical frame-
work for privacy-preserving FL in non-cloud-assisted fog computing. Galaxy utilizes 
secure multi-party computation (MPC) to enable collaboration between N fog nodes 
and multiple users while resisting collusion and dropout. Additionally, it manages 
poor-quality data while safeguarding user-related data. Our system exhibits great 
scalability, processing effectiveness, and low resource overhead, making it appropri-
ate for IoV based on fog computing. Numerous tests support its performance.

[13] developed a novel privacy protection-based federated deep learning 
(PP-FDL) framework that achieves good classification rates from non-i.i.d data while 
protecting data against privacy-related GAN assaults. This fog-based model enables 
collaborative training of the FDL model, ensuring data privacy among contributors 
and protecting class probabilities with unique private identities. Empirical evidence 
demonstrates PF-DFL’s superior performance compared to other state-of-the-art 
models, validating its data protection capabilities.

[14] suggested a secure aggregation technique for fog computing (FC) to guar-
antee FL efficiency while safeguarding the privacy of input data from devices. The 
foundation of this protocol is effective additive secret sharing. They first utilize a 
fog node (FN) as an intermediary processing unit to deliver local services that can 
assist the cloud server aggregate the sum throughout the training process. Second, 
we create a simple Request-then-Broadcast mechanism to make sure our protocol is 
resilient to clients who drop out.

[15] provided a secure and verifiable federated learning framework that enables 
federated deep learning and produces verifiable learning outcomes. To ensure the 
anonymity of users’ local gradients during federated learning, they initially suggest 
a double-masking technique. The cloud server is therefore needed to give each user 
proof that its aggregated results are accurate.

3	 METHODOLOGY

The proposed framework is separated into three layers “IoT Devices, Fog 
Computing, and Cloud Computing”. In protection of privacy, the fog nodes play a 
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main role. Fog computing-based privacy-preserving federated learning frameworks 
seek to enable collaborative machine learning while protecting the confidentiality 
of sensitive data. These frameworks take advantage of the fog computing principle, 
which entails deploying computing resources closer to edge devices or fog nodes, 
hence minimizing the need for data transfer to a centralized cloud server. Fog nodes 
are purposefully placed closer to the data-generating devices at the network edge. To 
enable local data processing and analysis, these fog nodes serve as a bridge between 
the edge devices and the centralized cloud server. To ensure that no single fog 
node has full access to all the data, the sensitive data from edge devices are divided 
into subsets.

This division may be determined by a number of factors, including location, data 
type, and user identity. Utilizing its specific data subset, each fog node separately 
does local model training. Depending on the requirements of the particular applica-
tion, different machine learning algorithms and approaches may be used through-
out this training phase. Without sending the raw data to a centralized server, the 
local model is trained to utilize the data present on the fog node. The fog nodes com-
municate with one another or a central location, such as the cloud server, to aggre-
gate their local models after local training. Depending on the privacy-preserving 
techniques used, the fog nodes may share model updates, model parameters, or 
encrypted model representations. The performance of the entire model is improved 
by model aggregation, which makes sure that the collective knowledge from many 
fog nodes is merged. Figure 1 is the proposed framework of privacy-preserving fed-
erated learning.

Cloud

Cloud Computing

Fog Node Fog Node Fog Node

Fog Computing 

IoT Devices 

Fig. 1. Proposed framework of P2FLF based on fog computing

Multiple iterations of local training and model aggregation are commonly used 
in the federated learning architecture. The fog nodes work together to increase the 
overall model accuracy and performance by iteratively improving their local models 
on the basis of fresh data. Depending on the exact deployment option, the trained 
model can either be installed on the fog nodes themselves or on the edge devices 
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after the federated learning process is over. Then, the inference is carried out locally 
to reduce the need for data transmission and maintain privacy.

Edge devices, such as smartphones, IoT devices, or sensors, are located at the net-
work edge and produce the data needed to train machine learning models. The task 
of gathering and preparing data before transmitting it to the fog nodes is performed 
by edge devices, which often have low computational resources. With this method, 
machine learning applications can process data more effectively at the network 
edge, with less connection overhead, and with improved privacy. Before the train-
ing process, the initialization should be done in the cloud server. The parameter and 
blinding server act as a pillar of the initialization process. Prior to training the initial 
model, the parameter server will gather some data sets from reliable users. The key 
pairs of the blinding factors and Paillier homomorphic encryption are generated 
by the blinding server. Then, each fog node receives them from the blinding server.

3.1	 Initialization

In the initialization process, the blinding server first chooses “blinding factors 
(βn)” and is expressed as,

 � � �
1 2

1
. .,�� �

n iv
 (1)

Where,
n – number of fog nodes, “i” stands for the current iteration’s round number and 

vi ∈V. Then vi will be directed to the parameter server.

3.2	 IoT	device	data	collection

After the process of initialization, the IoT device data will be collected. Depending 
on the number of IoT devices, every fog node allocates a privacy budget (α) to each 
one. The IoT device creates Laplacian noise after that and includes it to its data 
set based on α and sensitivity Sf. The probability density function of the Laplacian  
distribution with scale c represents the distribution as:
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IoT devices can go offline after uploading without using up their limited compu-
tational resources on training tasks. The IoT gadget keeps its local sensitivity a secret 
from other devices and the fog node.

The weight calculation
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3.3	 P2FLF	algorithm

Initialization
  i. The FL framework’s settings and the dimensionality of privileged class IDs are 

agreed upon by fog nodes.
 ii. Each fog node p generates a random class identifier S

p
c for each class c in the 

applicable classes.
iii. During adversarial training, each attacker fog node p creates one or more addi-

tional fake classes C
p
fake and the corresponding class identifier S

p
attack attack to 

throw an adversarial attack for any given class identification.

Training phase
Construct a global model and set the weights Wg to any values.
Set the training epoch count E
Decide how many clients Ncl will attend the training.
Set the client side’s desired number of training rounds Tr
Regarding Epoch = 1 to E;
Parallel executing
Provide the global model to every client taking the training
Regarding round = 1 to Tr:
Local model weights updated Wm
End for
End
Clients receive models
Add the weights together using Equation (3)
Wg global model weights update
End for

The algorithm summarizes the primary steps of the proposed framework. 
Commencing the training process earlier leads to an increased number of epochs 
being trained, resulting in a higher level of precision in the training.

4	 RESULTS	AND	DISCUSSION

This section presents the experimental findings obtained from evaluating 
the proposed P2FL framework utilizing fog computing. The primary objective 
is to establish the feasibility of our system and demonstrate the effectiveness of 
the P2FL approach in comparison to a centralized algorithm based on Gradient 
Boosting Decision Trees (GBDT). The time analysis aimed to assess the efficiency of 
privacy-preserving federated learning with fog computing and traditional gradient 
boosting decision trees.

The experiments involved a distributed dataset across multiple fog nodes, and 
the training process consisted of iterative rounds of model updates and aggrega-
tions. The results revealed that the proposed approach significantly reduced the 
overall training time compared to conventional federated learning methods. The 
integration of fog computing played a crucial role in achieving this improvement. 
By allowing local model updates and reducing the need for frequent communication 
with a central server, fog computing facilitated parallelization and accelerated the 
training process.

https://online-journals.org/index.php/i-jim
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Fig. 2. Fog node selection graph

The outcome in Figure 2 illustrates how frequently various fog nodes are chosen 
as a global aggregator node at each round. By choosing various fog nodes with the 
least amount of workload and latency at each round, it makes sure that the suggested 
P2FLF approach brings robust to the selection process. In the worst case scenario, 
the cloud server will be in charge of performing the global aggregation if none of the 
fog nodes are able to match the workload and latency requirements.
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Fig. 3. Training time comparison between P2FLF and GBDT

The proximity of fog nodes to the data sources further contributed to reduced 
latency and improved response times during model updates. Leveraging the com-
putational capabilities of fog nodes for local training and aggregation reduced the 
burden on the network and improved overall time efficiency. Figure 3 demonstrates 
the comparison of training time between the proposed privacy-preserving federated 
learning framework and GBDT. The results revealed that the proposed approach 
consumes less time for every epoch to process than the compared model.

The accuracy analysis aimed to evaluate the performance of the privacy-preserving 
federated learning system in terms of the resulting model’s accuracy. The experiments 
assessed the model’s performance on both the training data and a separate test data-
set to gauge its generalization capabilities. The findings indicated that the proposed 
approach achieved competitive accuracy compared to conventional federated learn-
ing techniques. By utilizing traditional gradient boosting decision trees as the base 
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model, the federated learning system demonstrated robust and accurate results. The 
ensemble nature of gradient boosting helped mitigate the challenges posed by data 
heterogeneity across fog nodes and facilitated the creation of a reliable global model.

The privacy-preserving mechanisms employed in the federated learning process, 
such as secure aggregation and encryption techniques, did not significantly com-
promise the model’s accuracy. The experimental results highlighted that it was fea-
sible to incorporate effective privacy preservation measures without sacrificing the 
overall performance and accuracy of the federated learning system. The accuracy 
estimation formula is represented in given equation 4.

 Accuracy
Number of correct predictions

Totalnumber of prediction
=

ss
 (4)

Figure 4 demonstrates the accuracy comparison of the proposed framework with 
the GBDT model and results revealed that the P2FLF accuracy percentage constantly 
increases for every epoch rather than the GBDT.
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Fig. 4. Accuracy Comparison between P2FLF and GBDT

The utilization of fog computing in the proposed framework reduced training 
time by enabling local computations and minimizing communication overheads. 
Furthermore, the employment of traditional gradient boosting decision trees as the 
base model offered improved accuracy compared to other commonly used models 
in federated learning, such as logistic regression or neural networks. These findings 
provide promising avenues for enhancing both time efficiency and model accuracy 
in distributed learning scenarios.

5	 CONCLUSION

In this research, we proposed a privacy-preserving federated learning framework based 
on fog computing, known as P2FLF (Privacy-Preserving Federated Learning Framework). 
The framework aimed to address the privacy concerns associated with traditional federated 
learning while leveraging the benefits of fog computing. Through our research, we success-
fully demonstrated the feasibility and effectiveness of the P2FLF framework. By utilizing fog 
computing, we were able to distribute the computational load and training process across fog 
nodes, reducing the reliance on a central server and minimizing the privacy risks associated 
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with data transfer. This decentralized approach enhanced the privacy guarantees for partic-
ipants in the federated learning process. The P2FLF framework integrated various privacy- 
preserving techniques such as secure aggregation and encryption methods. These mecha-
nisms ensured that sensitive data and model parameters remained protected throughout 
the learning process, safeguarding individual privacy and maintaining data confidential-
ity. Furthermore, our experimental results indicated that the P2FLF framework achieved 
competitive model accuracy compared to traditional federated learning approaches. The fog 
computing infrastructure facilitated local model updates and aggregations, reducing com-
munication overhead and latency, which ultimately led to improved model performance.
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