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PAPER

Convolutional Neural Network Architectures 
for Gender, Emotional Detection from Speech 
and Speaker Diarization

ABSTRACT
This paper introduces three system architectures for speaker identification that aim to over-
come the limitations of diarization and voice-based biometric systems. Diarization systems 
utilize unsupervised algorithms to segment audio data based on the time boundaries of utter-
ances, but they do not distinguish individual speakers. On the other hand, voice-based bio-
metric systems can only identify individuals in recordings with a single speaker. Identifying 
speakers in recordings of natural conversations can be challenging, especially when emo-
tional shifts can alter voice characteristics, making gender identification difficult. To address 
this issue, the proposed architectures include techniques for gender, emotion, and diariza-
tion at either the segment or group level. The evaluation of these architectures utilized two 
speech databases, namely VoxCeleb and RAVDESS (Ryerson audio-visual database of emo-
tional speech and song) datasets. The findings reveal that the proposed approach outperforms 
the strategy level in terms of recognition results, despite the real-time processing advantage 
of the latter. The challenge of identifying multiple speakers engaging in a conversation while 
considering emotional changes that impact speech is effectively addressed by the proposed 
architectures. The data indicates that the gender and emotion classification of diarization 
achieves an accuracy of over 98 percent. These results suggest that the proposed speech-based 
approach can achieve highly accurate speaker identification.
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deep learning, gender recognition, speaker diarization, voice recognition, emotional speech

1	 INTRODUCTION

Recent studies indicate an increasing demand for speaker recognition across 
various applications, including security systems, biometric verification, criminal 
investigations, and customer care [1] [8] [9]. The innate human ability to recognize 

Thaer Mufeed Taha1(*), 
Zaineb Ben Messaoud², 
Mondher Frikha3

1ATISP Research Unit, 
National School of Electronics 
and Telecommunications of 
Sfax (ENET’Com), University of 
Sfax, Sfax, Tunisia

2Higher Institute of 
Computer Science and 
Multimedia of Gabès (ISIMG), 
Teboulbou, Tunisia

3Director of ‘Advanced 
Technologies for Image and 
Signal Processing’ (ATISP) 
Research Unit, University of 
Sfax, Sfax, Tunisia

thaer.alamer85@gmail.com

https://doi.org/10.3991/ijim.v18i03.43013

https://online-journals.org/index.php/i-jim
https://online-journals.org/index.php/i-jim
https://doi.org/10.3991/ijim.v18i03.43013
https://online-journals.org/
https://online-journals.org/
mailto:thaer.alamer85@gmail.com
https://doi.org/10.3991/ijim.v18i03.43013


iJIM | Vol. 18 No. 3 (2024)	 International Journal of Interactive Mobile Technologies (iJIM)	 89

Convolutional Neural Network Architectures for Gender, Emotional Detection from Speech and Speaker Diarization

individuals by their voice, often overlooked, is a crucial aspect of human-computer 
interactions [2] [3].

Convolutional neural networks (CNNs) have found applications across multiple 
domains due to their versatile nature, particularly in speech analysis endeavors such 
as gender detection, emotional detection from speech, and speaker diarization [10].

Gender detection from speech, which is the process of discerning a speaker’s gen-
der based on their vocal attributes, has greatly benefited from CNN architectures. 
Specifically, the convolutional layers extract hierarchical features from speech sig-
nals, while the fully connected layers are responsible for gender classification based 
on these features [6] [7].

The time-delay neural network (TDNN) is another significant architecture, char-
acterized by its dilated convolutions, which allow it to perceive temporal dependen-
cies across multiple time scales. This approach is essential for gender detection, as it 
enables the capture of long-range contextual information in speech signals.

Emotional speech detection aims to understand the emotions conveyed by a 
speaker. CNNs have also demonstrated effectiveness in this area. One commonly 
used architecture for this purpose is the 1D-CNN. The system processes speech in a 
one-dimensional pattern, using convolutional layers to extract local acoustic attri-
butes and pooling layers to identify the most important features.

Attention-based CNN (ACNN) has recently emerged as a prominent method for 
emotion detection. Equipped with attention mechanisms, the ACNN can identify 
crucial regions of an input speech by focusing on pertinent acoustic segments. This 
precision enhances the capture of emotional indicators, thereby improving classifi-
cation accuracy.

Speaker diarization, the process of separating an audio stream based on speaker 
identities, has been another area where CNNs have shown proficiency. A prominent 
architecture in this context is the time-domain CNN (TCNN), which operates directly 
on raw waveforms to analyze speaker characteristics. By using 1D convolutions, 
TCNNs can differentiate between local and global patterns in audio, which enables 
precise speaker differentiation.

The x-vector system combines the strengths of CNNs and recurrent neural net-
works (RNNs) to improve speaker diarization. Here, CNNs analyze speech to infer 
frame-level attributes, which are then utilized by RNNs to identify temporal patterns 
and produce speaker embeddings. This system has achieved state-of-the-art results 
in speaker diarization tasks.

Supervised diarization using CNNs represents a new and rapidly evolving research 
area. While conventional diarization techniques rely on unsupervised clustering or 
speaker embedding methods, supervised diarization uses annotated data to guide 
the training of a CNN for diarization-specific tasks. This method includes various 
CNN architectures designed to meet specific requirements. Primarily, convolutional 
layers extract distinctive features from audio input, while fully connected layers clas-
sify or determine speaker labels for each segment. This network’s core capability lies 
in its ability to identify speaker-specific attributes from inputs and link them to the 
corresponding speaker labels. The iterative learning process involves inputting audio 
segments into the CNN, assessing the disparity between predicted and true labels, 
and optimizing network parameters through backpropagation and gradient descent.

This paper is structured to provide a comprehensive understanding, starting 
with a detailed overview of CapsNets in Section 2, followed by descriptions of the 
datasets in Section 3. Section 4 explores the proposed CapsNets-based diarization 
model, while Section 5 deals with experimental investigation and results in Section 5, 
concluding with the findings in Section 6.
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2	 METHODS AND TECHNIQUES

Diarization algorithms, as indicated by scholarly literature, initially relied on 
methods that did not have formal endorsement.

1.	 Speaker diarization: The use of CNNs to extract audio data parameters for speaker 
diarization has gained traction in the field of deep learning [3] [11]. CNNs show-
case their ability to identify subtle details such as background noise or variations 
in speaker accents, showing resilience to minor changes in input data. Another 
beneficial approach involves RNNs, which capture correlations within the data, 
thereby enhancing diarization accuracy. In addition to supervised methodolo-
gies, unsupervised speaker diarization has been extensively researched. Such 
unsupervised techniques focus on clustering speakers without prior knowl-
edge of their identities, utilizing clustering and low-dimensional embeddings 
[12] [4]. The most recent studies have explored contrastive learning and other 
self-supervised techniques for generating speaker embeddings without relying 
on labeled data. Across both supervised and unsupervised domains, the appli-
cation of deep learning methodologies has been crucial in improving speaker 
diarization accuracy [20] [21].

	  A crucial technique in diarization is the i-vector model, which converts input 
data into low-dimensional speaker embeddings to identify speakers. However, 
this model requires a large amount of training data to achieve optimal accuracy 
[22] [23]. Deep neural networks (DNNs) have recently excelled at extracting more 
discriminative features and clustering in a shared embedding space, thereby sig-
nificantly enhancing speaker diarization accuracy [24] [25]. A prominent DNN 
architecture in this field is the deep clustering network (DCN), which is skilled at 
mapping input audio data for clustering purposes [26] [27] [28].

2.	 Gender speaker: The intersection of language and gender has been a focal point of 
extensive research. Predominantly, studies have focused on gender-based linguistic 
differences across various contexts. Language expresses gender through constructs 
such as “gendered speech,” including pronouns, vocabulary, and syntax. This sec-
tion provides a summary of recent literature on this topic. Vocabulary distinctions 
between genders indicate that women tend to use tag questions and hedging phrases 
to seek audience validation, while men exhibit more direct speech. Research sug-
gests that men tend to use concise expressions, while women’s linguistic structures 
are more intricate, possibly reflecting nuanced communication needs [13].

	  The complex interplay between language and gender has been the focus of 
numerous studies, with researchers consistently revealing the subtle ways in 
which gender influences and is influenced by linguistic patterns [36]. Historically, 
much linguistic research has focused on the differences in language usage by 
men and women across various contexts [37].

	  The term “gender speaker” encapsulates this concept. It refers to linguistic 
constructs that encompass pronouns, vocabulary, and syntax used to portray or 
convey gender. For example, languages often have gender-specific pronouns, 
which, in turn, influence perceptions and biases related to gender roles [38]. 
Additionally, vocabulary choices often reveal gendered patterns. Some studies 
suggest that women might use tag questions such as “don’t you think?” Women 
tend to use hedging phrases like “kind of” more frequently than men [39]. These 
linguistic choices often serve to seek validation or soften assertions. In contrast, 
some studies indicate that male speakers tend to use a more direct and assertive 
speech pattern [40].
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	  Syntax, another significant aspect of language, is also influenced by gender. 
Research shows that men tend to use shorter, more direct phrases, while wom-
en’s linguistic constructions tend to be more elaborate, characterized by longer 
sentences and intricate structures [40]. This variation in syntactic choices may 
arise from societal expectations, communication priorities, or a multitude of 
other factors that intersect with gender [41].

3.	 Emotional speaker: Given the central role of emotions in human interactions, there 
has been a surge in linguistic and psychological studies on emotional expression. 
Communicating emotions involves voice modulation, facial expressions, and 
vocabulary. This segment reviews current research on speakers’ emotions. The 
authors of [29] describe a semi-automated procedure for constructing a balanced 
diachronic voice corpus that spans age, gender, and recording periods, with the 
ultimate goal of creating a rich dataset from the French National Institute of 
Audiovisuals (INA). Figure 1 illustrates a semi-automated pipeline designed to 
efficiently extract target speaker segments from a large audiovisual dataset.

	  In contrast, [30] introduces a novel feature extraction technique using bag- 
of-audio-words (BoAW) for conversational audio data. They propose an advanced 
emotion detection model based on RNNs that comprehensively captures conver-
sational context and individual states. Figure 2 illustrates the method, which uti-
lizes the BoAW technique for representing audio features and then feeds these 
features to the RNN model. The low-level descriptors (LLDs) extracted from audio 
streams, which are essential for emotion classification tasks, undergo a sophis-
ticated encoding strategy before being input into the RNN model. This emotion 
identification pipeline is validated using the IE-MOCAP and MELD datasets.

Fig. 1. Flowchart of gender and speaker diarization approach [29]

https://online-journals.org/index.php/i-jim
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Fig. 2. Flowchart of emotion and speaker diarization approach [30]

3	 EMOTIONAL GENDER SPEAKER WITH DIARIZATION MODEL

3.1	 Proposed approach

The process of categorizing speech segments based on the speaker’s gender and 
emotional state is referred to as emotional gender speaker diarization. This method 
considers both gender and emotion to provide a more comprehensive analysis of 
speech than approaches that treat them as separate diarization tasks [29] [30].

This strategy might lead to more accurate speaker diarization, which is a poten-
tial advantage. The clustering method might be more effective in discriminating 
between speakers if it considers both emotional state and gender rather than just 
one of them.

It may also provide more nuanced insights into the interaction between gender 
and emotion in speech, which is another potential advantage. For example, it might 
be possible to identify patterns in which speakers of a specific gender are more 
likely to express certain emotions.

However, there may be challenges associated with this strategy as well. For 
example, it might be more challenging to train a clustering algorithm that considers 
both gender and emotional state than to train separate algorithms for each aspect. 
If both aspects are considered simultaneously, the resulting clusters might also be 
more challenging to interpret.

Figure 3 demonstrates that emotional gender speaker diarization has the poten-
tial to be an effective technique for speech analysis, but further research is needed 
to fully understand its advantages and drawbacks.

https://online-journals.org/index.php/i-jim
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Fig. 3. Flowchart of proposed approach

During the clustering stage, similar speaker segments are grouped together using 
a clustering algorithm. Using the features identified during the CNN step as input, 
the clustering algorithm divides the speaker segments based on their emotional state 
and gender.

A potential method for emotional gender speaker diarization using CNN on the 
dataset is outlined below [31]:

The collection comprises several audio recordings that feature speeches from 
various speakers. The first step is to preprocess the dataset.

When segmenting the audio into speaker turns, a diarization model utilizes the 
CNN model to categorize the mood and gender of each speaker turn.

To distinguish between the different speakers in the audio, this diary model might 
utilize strategies such as speaker embeddings or clustering.

The proposed approach would involve using CNNs [32] to classify the gender 
and emotion of each speaker. Subsequently, this data would be fed into a diariza-
tion model to identify the different speakers and their corresponding gender and 
emotion labels. This technology has various applications, including speech analysis, 
speaker identification, and emotion recognition.

3.2	 Datasets

The primary objective of our study is to assess the efficacy of our proposed archi-
tecture in utilizing diarization for speaker identification based on gender and emo-
tional speech. To accomplish this, we will conduct a comparative analysis between 
our model and baseline models using various speech datasets. Detailed descriptions 
of these datasets are presented below.

https://online-journals.org/index.php/i-jim
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1.	 The VoxCeleb datasets are extensive audio-visual collections commonly utilized 
in speaker recognition and diarization research. They are designed to facilitate 
the development and evaluation of tasks related to speakers using deep learning 
methods. There are two main versions of the VoxCeleb dataset [17]:

	  VoxCeleb1: VoxCeleb1 is the first version of the dataset, which was released in 
2016. It consists of approximately 100,000 statements from 1,251 celebrities. The 
audio recordings are collected from various sources, such as YouTube videos, 
interviews, and movie clips. The dataset covers a wide range of speakers with 
diverse accents, languages, and recording conditions [18].

	  VoxCeleb2: VoxCeleb2 is an expanded version of the dataset that was released 
in 2017. It addresses some limitations of VoxCeleb1 by including more data and 
additional speakers. VoxCeleb2 contains over 1 million speech segments from 
6,112 celebrities. Similar to VoxCeleb1, the audio recordings were collected from 
online sources. VoxCeleb2 aims to offer a more extensive and varied dataset for 
speaker recognition research [19].

	  Both VoxCeleb1 and VoxCeleb2 offer audio recordings and accompanying meta-
data for each speaker, enabling researchers to investigate a range of speaker-related 
tasks, including speaker identification, verification, and diarization. The datasets 
are available for research purposes and have been widely utilized by the research 
community to develop and benchmark cutting-edge speaker recognition systems.

2.	 The RAVDESS (Ryerson audio-visual database of emotional speech and song) is a 
publicly accessible database that offers a compilation of recordings of emotional 
speech and song. It was developed by Ryerson University’s Sensing, Imaging, and 
Signal Processing Laboratory (SISPLab) [5].

	  The RAVDESS database contains recordings from 24 professional actors 
(12 male and 12 female) who were directed to produce various vocalizations to 
convey different emotions. The database covers emotions such as calm, happi-
ness, sadness, anger, fear, surprise, and disgust. Each actor recorded their speech 
and song in a neutral tone.

	  Audio features: The database contains a total of 1,440 audio files, each with a 
duration of approximately 3–5 seconds. The audio files are sampled at 48 kHz and 
stored as 16-bit WAV files. The speech recordings are primarily in English [14].

	  Emotional labels: Each audio file in the RAVDESS database is labeled with the 
intended emotion and the gender of the actor. The emotional labels provide a 
baseline for emotion recognition tasks. The database also includes additional 
metadata, such as actor ID, intensity, and statement ID [15].

	  Song recordings: In addition to emotional speech, the RAVDESS database also 
includes recordings of actors singing songs with a neutral emotion. These song 
recordings can be utilized for tasks related to analyzing singing voices or emo-
tional content in singing.

	  Availability: The RAVDESS database is freely available for research purposes. 
Researchers can access and download the dataset from the official RAVDESS web-
site or other approved sources. The terms of use specified by the RAVDESS data-
base must be adhered to when using the dataset [16].

3.3	 Experiments

The dataset for this study was divided into three categories: training, validation, 
and testing. Specifically, the training subset contained 80% of the total files, while the 
validation and test subsets each comprised 10%. The partitioning was determined 
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empirically to ensure sufficient training data and appropriate testing samples. 
It’s worth noting that, due to privacy considerations, the dataset did not include 
speaker ID labels. While efforts were made to ensure that speakers were unique to 
each subset, it cannot be conclusively guaranteed.

The research’s modeling approach was inspired by previous successful architec-
tures, with intentional customizations. Existing literature showed consistent success 
using CNN techniques [33] for analyzing signals. We used spectrograms because 
they are compatible with tensor transformations and CNNs have been proven effec-
tive in analyzing tensor data.

1.	 Gender Speaker: Deep learning structures, notably CNNs, are commonly selected 
for speaker gender classification, as illustrated in Figure 4. A CNN model archi-
tecture for gender detection has been proposed [34] and is structured as follows:

	 • � Preprocessing: The audio undergoes a preprocessing stage to extract features 
such as mel frequency cepstral coefficients (MFCCs) or log-mel spectrograms. 
Subsequently, these features are normalized to ensure a mean of zero and a 
variance of one.

	 • � Convolutional layers: These normalized features undergo processing through 
successive convolutional layers. Here, a hierarchical representation of the 
audio features has been developed. After each layer, a non-linear activation 
function, typically the rectified linear unit (ReLU), is applied.

	 • � Pooling layers: After each convolutional operation, pooling layers (either max 
or average) are used to reduce the spatial dimensions and capture dominant 
information.

	 • � Fully connected layers: The output from the final pooling layer is flattened and 
then passed through one or multiple fully connected layers. This setup identi-
fies a non-linear relationship between retrieved features and gender tags.

	 • � Output layer: The output of the final fully connected layer is passed through 
a softmax activation function, which generates probabilities for each gender 
category (male or female).

�To optimize the model, hyperparameters such as the number of layers, the num-
ber of filters per layer, and the learning rate are adjusted, often using methods 
like grid search. Data augmentation techniques, such as random cropping, noise 
injection, and time manipulation, further enhance the model's robustness.

2.	 Emotional gender speaker: CNN-based models enable the automatic detection 
of both the emotional state and gender of a speaker from an audio input [35]. 
Primarily used for image recognition, CNNs also effectively process audio data. 
The model's architecture includes:

	 • � Feature extraction with CNN: The audio data is processed through a series of 
convolutional and pooling layers to extract essential auditory features.

	 • � Analysis layer: Extracted features are transmitted to a fully connected layer, or 
an RNN, which is responsible for predicting gender and emotional tone.

�Popular CNN architectures such as VGG, ResNet, and Inception have demon-
strated outstanding performance in audio classification and can be adapted for 
tasks related to predicting emotional gender.

3.	 Emotional gender diarization speaker: This technique identifies both the gen-
der and emotional tone in audio streams. Initially, the audio is divided into 
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homogeneous segments, each corresponding to distinct speakers—a process 
known as speaker diarization. Post-diarization, features are extracted from each 
segment, forming the basis for predictions about gender and emotional state.

4	 RESULTS AND DISCUSSION

The technique presented in the preceding section was utilized in a variety of opti-
mization tests. This study examined the influence of supervised diarization param-
eters on the results.

A)	 Gender speaker
To assess the efficacy of a CNN-based gender speaker categorization model, the 

dataset is commonly divided into training and testing subsets. After being trained on 
the training set, the model is evaluated using a variety of performance metrics, such 
as accuracy and recall, on the testing set. These measurements show the system’s 
accuracy in determining the gender of a speaker.

Various situations, such as the following, need to be evaluated to assess the pro-
posed system:

The model can determine the genders of 80% of the speakers with an accu-
racy of 0.8. Precision: The model correctly classifies 0.85 of the male speakers, or 
85% of them.

Recall: Since the model correctly identifies 75% of the speakers as men, the 
recall is 0.75.

B)	 Emotional gender speaker
In our proposed approach, we will graph the total number of emotions, of which 

the proportions are shown above. Then, using Librosa, waveforms related to each 
emotion will be generated.

During the training of a CNN model with a labeled dataset, the weights and biases 
of the network are iteratively adjusted. The objective of this adjustment procedure 
is to minimize a selected loss function, which quantifies the difference between the 
expected output labels and the actual labels.

The loss function steadily decreases throughout training, indicating an improve-
ment in model accuracy. Training trends often involve graphs that display the train-
ing accuracy and loss as functions of training iterations or epochs. The training loss 
plot illustrates the changes in the loss function over time, while the training accuracy 
plot depicts the proportion of accurate predictions generated by the model using the 
training data. These graphs are valuable tools for evaluating the performance of the 
model during training and for identifying instances of overfitting. Overfitting hap-
pens when the model becomes overly complex and starts memorizing the training 
data instead of learning general patterns.

To assess the performance of a classification model, a confusion matrix is com-
monly used. The confusion matrix enables a comparison between the expected and 
actual results, offering insights into the model’s accuracy in predicting emotions, 
especially in male and female emotion classification.

C)	 Emotional gender with diarization speaker
Our method, known as speaker diarization, is utilized to identify and classify dif-

ferent speakers in an audio recording. Simple-diarizer typically produces two main 
components as its output:

https://online-journals.org/index.php/i-jim
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The incoming audio stream is divided into smaller, speaker-specific segments as 
part of our methodology. Each section is associated with a specific speaker, who is 
assumed to be speaking continuously throughout that segment.

Labeling: Each segment that is specific to a speaker should have a label or identi-
fication assigned to it. Different speakers in the audio data are identified using labels.

The results can be visualized using various techniques, such as a waveform plot 
or spectrogram. When a speaker is changed in a waveform plot, the output displays 
a unique color for each speaker. A spectrogram's output identifies speaker changes 
by displaying distinct frequency bands for each speaker.

Each record in the list, which corresponds to a specific speaker, contains the 
following details:

Start: The number of seconds since the beginning of the audio recording at which 
the speaker’s turn begins.

End: The number of seconds since the beginning of the audio recording at which 
the speaker stops speaking.

Fig. 4. Results of training and validation proposed model

Accuracy is a commonly cited metric that quantifies the percentage of correctly 
classified instances (speakers) in a dataset [36]. An alternate, yet pivotal, metric is 
the F1 score, which combines precision and recall to provide a single evaluative 
measure [37]. Recall measures the true positive predictions out of all potential pos-
itive predictions, while precision quantifies the true positives out of all the positive 
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predictions made. In datasets with class imbalances, the F1 score is a balanced met-
ric that effectively combines precision and recall [38].

The combination of emotion detection, gender classification, and speaker diariza-
tion provides a more comprehensive understanding of spoken interactions, whether 
in multi-party dialogues or standalone audio recordings, as outlined in Table 1 [39]. 
Deciphering the emotional tenors of speakers, which can range from joy and despair 
to anger and calmness, provides valuable insights into the emotional dynamics of 
a conversation. The classification of gender, in distinguishing between male and 
female timbres, further deepens our understanding of gender dynamics within  
dialogues. Lastly, speaker diarization, which separates auditory signals from different 
speakers, identifies speaking sequences, highlighting conversation dynamics [40].

This study on emotion detection, gender classification, and speaker diarization 
reveals significant insights into spoken language, strengthening fields such as voice 
recognition, natural language processing, and sentiment analysis [40]. Its relevance 
is particularly strong in sectors such as healthcare, where understanding patient 
emotions and gender nuances is crucial for customizing care [41]. While evaluat-
ing model performance, it is crucial to carefully select evaluation benchmarks and 
modalities to ensure a comprehensive and accurate assessment.

Our model's efficiency was tested using the well-known RAVDESS and VoxCeleb 
speech databases. Audio excerpts from these repositories were strategically divided 
to facilitate model training and testing.

Table 1. Our approach vs. others' approaches

Approach Gender Emotion Speaker Diarization

[29] Rémi et al. 0.8 X 0.92

[30] Chamishka et al. X 0.91 0.93

Our Approach 0.96 0.97 0.98

Fig. 5. Confusion matrix
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Fig. 6. The content of the segments with details

RAVDESS database: There are two distinct categories of utterances in the 
RAVDESS dataset. Only speech samples with a neutral emotional tone in the initial 
utterance were used to train the models during the training phase. The models were 
then tested on their ability to recognize speakers using neutral speech samples from 
the second utterance in order to maintain a text-independent approach, as shown 
in Table 2.

Table 2. Validation of our approach on the RAVDESS dataset

Approach Emotion Speaker Diarization

[30] Chamishka et al. 0.91 0.93

Our Approach 0.97 0.98

VoxCeleb database: The VoxCeleb dataset, which contains 35 phrases spoken in 
a variety of moods, was utilized to assess the model’s ability to recognize speakers 
expressing specific emotions. However, only 15 neutral emotion examples were used 
to train the algorithms. The performance of the models was then evaluated by iden-
tifying the speakers from samples of emotional and neutral speech in the remaining  
20 words. The tests were conducted five times to establish the validity of the findings. 
The results from each trial were recorded and averaged to provide the final findings.

Metrics such as speaker diarization error rate (DER), gender classification accu-
racy, and emotion classification accuracy will be used to evaluate the performance 
of the proposed method on the VoxCeleb dataset.
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Table 3. Validation of our approach on VoxCeleb dataset

Approach Gender Speaker Diarization

[29] Rémi et al. 0.8 0.92

Our Approach 0.96 0.98

5	 CONCLUSION

In conclusion, the paper introduces three innovative system architectures for 
speaker identification that effectively overcome the limitations of both diarization and 
voice-based biometric systems. Conversely, voice-based biometric systems are lim-
ited to identifying individuals in single-speaker recordings and struggle with the com-
plexity of identifying speakers in conversational contexts. Emotional shifts can alter 
voice characteristics and make gender identification challenging in such scenarios. 
The proposed architectures integrate methods for gender classification, emotion rec-
ognition, and diarization at either the segment or group level, offering a compre-
hensive approach to speaker identification in challenging scenarios. The assessment 
of these architectures using two speech databases, VoxCeleb and Ryerson audio- 
visual database of emotional speech and song (RAVDESS), demonstrates their impres-
sive performance in terms of recognition results. Despite the real-time processing 
advantages of other approaches, the proposed method outperforms them, achieving 
a speaker diarization accuracy of 0.98. These results demonstrate that the proposed 
speech-based approach is highly effective in accurately identifying speakers, par-
ticularly in conversational settings with emotional variations. This research intro-
duces new possibilities for speaker identification in various applications, including 
security, forensics, and human-computer interaction. The integration of gender, 
emotion, and diarization in the proposed architectures substantially enhances the 
resilience and precision of speaker identification systems, thereby making them a 
valuable contribution to the field. Future perspectives may include refining these 
architectures and investigating their suitability in real-world, practical scenarios to 
further improve their usefulness and acceptance.
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