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PAPER

On-Device Neural Network for Object Train  
and Recognition using Mobile

ABSTRACT
A neural network is a machine learning (ML) program or model that processes information 
and recognizes patterns, similar to the human brain. The neural network algorithm operates 
by training on data to learn and enhance its accuracy. If there is any mistake in the learning 
process, the machine will react unexpectedly and produce incorrect information. So, when-
ever a neural network model is developed, it is mandatory to evaluate its performance and 
ensure its output is accurate. Cameras, touchscreens, internet connectivity, and powerful CPUs 
have contributed to the popularity of smartphones. Mobile apps are software applications that 
run on smartphones. ML enhances mobile app functionality by offering features such as voice 
recognition, image analysis, natural language processing, personalization, and recommenda-
tions. Training ML models using mobile apps is challenging due to limited resources, data, 
and privacy concerns. Object recognition is a neural network-based technique that enables 
the identification and localization of objects in an image or video. This technique is used in 
driverless cars, disease identification, industrial inspection, robotics, and more. In this paper, 
the author introduces a new neural network-based algorithm that utilizes mobile devices 
for training and recognizing images. Although mobile devices have some technological lim-
itations for training, well-established guidelines for systematically mapping verification and 
validation techniques have been used in the proposed neural network to ensure performance 
and correctness in on-device object training and recognition.
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1	 INTRODUCTION

In recent years, machine learning (ML) has transformed the world by achiev-
ing human-level performance in a variety of tasks, such as speech recognition, 
image classification, autonomous cars, malware detection, unmanned aerial vehi-
cles (UAVs), fraud detection, heart failure detection, and aircraft collision avoidance 
systems. However, the ongoing dangerous incidents linked to such systems are  
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a significant cause for concern. For instance, a Google self-driving car recently 
collided with a bus due to unforeseen circumstances [7], while a Tesla car collided 
with a trailer without detecting it as an obstacle [8]. To prevent such mishaps, there is 
a growing interest in researching testing methodologies for ML systems. In any case, 
the testing of ML frameworks presents new challenges to the programming testing 
community. The operation of ML frameworks depends on the sets of input data;  
a small change in the training data can significantly affect how the framework func-
tions and the outcomes of the learning process. Some academics have labeled such 
frameworks as “non-testable” using existing methodologies, which necessitates the 
development of novel systems to test them [9]. Several strategies for testing ML algo-
rithms have recently been developed [10]. These methods can be used to investigate 
and assess the oversimplification and robustness of ML programs.

Due to constraints such as storage, memory, computing resources, and battery 
consumption, on-device ML poses a significant barrier for many users. Due to these 
constraints, training a model on a server or GPU is now feasible. On-device ML will 
eventually democratize technology, providing mobile developers with the resources 
to design applications that will benefit consumers worldwide, regardless of their 
connectivity situation. Data processing can occur on the user’s device by leveraging 
on-device ML. This indicates that anyone can use ML to protect sensitive data that 
should not leave the device.

Image classification is an ML method that enables a machine to categorize a batch 
of photographs into multiple categories. Photos can be submitted to a model, whether 
trained or untrained, for the model to accurately identify all photos using neural net-
works and deep learning techniques. The model is a pre-programmed set of instructions 
that the mobile device can apply to a set of photos to classify the dataset into classes or 
categories. To construct an image training model for recognition on a mobile device, 
several challenging obstacles must be overcome. Additionally, greater emphasis should 
be placed on validation and verification procedures to prevent unexpected accidents.

In this paper, systematic mapping (SM) is used to evaluate a newly developed 
neural network for on-device image training in ML systems.

2	 BACKGROUND STUDY

V&V is the formal process of testing and examining a system for dependability, 
reliability, and assurance. Verification attempts to answer the question, “Is the prod-
uct being built correctly?” Validation attempts to answer the question, “Is the right 
product being built?”

Kurd et al. [1] describe the development of a health case to justify the use of arti-
ficial neural networks (ANNs) in fundamental security applications. They attempted 
to establish security measures for ANNs that should be implemented in healthcare 
settings. Aside from that, they mention issues in balancing execution and security.

Burton et al. [2] highlighted existing safety concerns that arise when using AI algo-
rithms in highly automated driving. To achieve this goal, the author has employed a 
confirmation case structure based on the Goal Structuring Notation [3], which also 
highlights the necessity for further research on innovative verification procedures. 
Special emphasis was placed on potential strategies that can be used to reduce util-
itarian limitations in insight capacities based on convolutional neural networks. 
This study has recently been published in [4]. Cheng et al. [5] discuss the challenges of 
accrediting reliable brain research groups. As a result, the inadequacy of traditional 
design techniques based on V-models is highlighted. Based on this, they describe their 
proposed enhancements to existing design techniques for ANN security validation.
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Rao et al. [6] address specific functional safety issues encountered during the 
development of deep learning techniques for self-driving cars. The author has dis-
cussed the challenges of verifying dataset completeness for training and testing, 
linking them to the requirements of ANNs, and the process of transfer learning.

Kanewala et al. [11] conducted another SLR by incorporating literature related 
to testing logical programming. The SLR offers four discussion starters on the defi-
nitions, challenges, methodologies, and difficulties of testing logical programming. 
However, it does not focus on ML programs and has different objectives.

The Oracle issue in the realm of programming testing has received a lot of atten-
tion from various scientists, and several approaches have been proposed in the past 
to tackle it. Barr et al. [12] conducted a comprehensive investigation into the Oracle 
issue and explored various objective approaches used in the literature.

3	 RESEARCH TECHNIQUES AND EMPIRICAL STUDY

A systematic mapping study presented by Peterson et al. [13] and Kitchenham 
et al. [14] provides unbiased assessments, identifies research gaps, and collects evi-
dence for future directions. Before developing an on-device object training and rec-
ognition neural network model, a systematic mapping study technique was followed.

Fig. 1. The research’s systematic mapping process

4	 PROPOSED METHOD

After conducting a systematic mapping study, a neural network algorithm has 
been developed that can train images on a device and recognize objects. After the 
development of the object training and recognition model, various techniques have 
been employed to verify and validate the proposed algorithm. The on-device neural 
network working process has been explained in Figure 2.

https://online-journals.org/index.php/i-jim
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Fig. 2. Proposed on-device neural network development waterfall model

4.1	 The architecture of neural network

The learning (or training) phase in the proposed neural network begins by split-
ting the input into two distinct sets.

1.	 Training dataset: This dataset enables the neural network to learn the 
weights of nodes.

2.	 Test dataset: This dataset is used to calculate the neural network’s accuracy and 
margin of error.

A multilayer neural network architecture has been utilized to develop the pro-
posed algorithm for training data. The proposed neural network consists of three 
sections, as illustrated in Figure 3. There are three layers: input, hidden, and output. 
The proposed neural network has been annotated with subscripts L and o to establish 
a connection between the elements of the hidden and output layers. Furthermore, 
a neural network has been utilized, with j as the index of the hidden layer elements 
and i as the indices of the input and output layers.

Fig. 3. Neural network architecture

https://online-journals.org/index.php/i-jim
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Input layer: The input layer accepts an input image of 28*28 pixels, or 784 
input units.

Hidden layer: The input units are associated with weights, so each weight is con-
nected to a hidden unit during the training process. If you create multiple hidden 
layers, the data training process will be faster. Finally, we used the weight update 
rule for the hidden layer.
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Output layer: The transfer function at the output layer combines several inputs 
into one output value by
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Algorithm 1: On-Device Image Training

4.2	 User interface of proposed algorithm

A mobile application has been developed based on the proposed neural algo-
rithm, which focuses on training and recognizing objects on the device. Figure 4 
illustrates the number of levels and their names in the training dataset, as well as the 
neural network architecture for training the dataset. Users are required to specify 
the number of layers, units per layer, and the number of iterations. If the iteration 
number is higher, the training dataset will be more accurate, but the training time 
will also increase. The last image represents the accuracy rates of the training and 
testing datasets, as well as the training time.
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Fig. 4. On-device image train and recognition mobile application

4.3	 Suggestions for independent verification of our proposed 
neural networks

To verify and validate the proposed neural network, the agile framework has 
been followed. During the verification process, the requirements, design, code, and 
UI/UX have been tested.

https://online-journals.org/index.php/i-jim
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Fig. 5. Agile framework and verification process

Requirement’s verification. To verify the performance and accuracy of the 
proposed neural network, the following criteria have been established: Abstract 
interpretation, white-box, and branch-and-bound verification approaches have 
been used.

•	 Verify the requirements of the learning algorithm.
•	 Verify neural network performance.
•	 Verify the accuracy of the stopping criteria.
•	 Verify the input weights.
•	 Verify the neural network topology.
•	 Verify the accuracy of the training set requirements.
•	 Check the description of the intended output data, the range of those parameters, 

and the allowed degree of error for optimal system performance.
•	 Check the validity of each error range for the stability coefficients.
•	 Check the suitability and application of stability proofs for the adaptive algorithm.
•	 Check that the weights are not changed as they are input into the system 

after training.

To verify the proposed neural network, a JUnit testing framework is implemented.
Step 1: Right-click on the “src” folder and select “New” > “Class,” then enter a class 

name and click “OK,” The test class location is src/test/java.
Step 2: Add the following code:

Fig. 6. JUnit testing implementation

https://online-journals.org/index.php/i-jim
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Step 3: Right-click on the Example Test class and select Run As > JUnit Test to see 
the test result.

Design verification. To start, make sure that the image classification model is 
trained on a growing number of training photos until it reaches a minimal error with 
a minimal number of weights. Ensure that the weights are fixed and remain static 
for future evaluation and implementation using test or production data. Ensure that 
test data is used to validate the correctness of the image classification model. Finally, 
compare the neural network output to the intended values to determine the mini-
mum and maximum errors, as well as the average error.

•	 Examine with a reasonable level of accuracy.
•	 Conduct sensitivity studies.
•	 Verify the correct application of scaling.
•	 Examine the antecedents of the problem.
•	 Examine the halting criteria.
•	 Test preparation time
•	 Monitor the development of the training program.
•	 Review the practice set.
•	 Verify to see if the learning algorithm was successfully constructed.

To verify the user interface of the developed application, the Espresso UI testing 
method has been used.

Fig. 7. Espresso testing implementation

Code and integration verification. White box testing techniques have been 
used for code and integration verification.

•	 Check that the PID (parameter identification) data matches the neural network 
data in the proper format.

•	 Verify if the trained model accurately classifies the data.

https://online-journals.org/index.php/i-jim
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4.4	 Instructions for independently validating of proposed neural networks

Validation ensures that the output of the proposed neural network is correct. To 
ensure validation, the following criteria have been followed:

•	 Perform unit testing.
•	 Perform Failure Modes and Effects Analysis (FMEA) testing.
•	 Test system utilization (on-device memory available, storage, compute resources, 

and power consumption)
•	 Perform data security
•	 Learning time
•	 Response time for recall
•	 Reliability
•	 Reproducibility
•	 Resistance to faults and robustness

Fig. 8. Espresso testing implementation

5	 RESULT AND ANALYSIS

This work has demonstrated the development of an on-device neural network for 
training and recognizing objects through a mobile application. To check the accu-
racy rate of the proposed algorithm on the training dataset in a mobile application 
in this research, a mobile phone with the following specifications was used: CPU: 

https://online-journals.org/index.php/i-jim
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Octa-core (2x2.4 GHz Cortex-A78 and 6x2.0 GHz Cortex-A55); RAM: 6GB. The follow-
ing result was observed:

Number of Image Iteration Training Accuracy Test Accuracy Time

15 (size:3000*4000) 100 100% 0% 0.36645s

21 (size:3000*4000) 100 100% 0% 0.3777s

35 (size:3000*4000) 200 96% 95% 3.9120s

In this research, to determine the accuracy rate of object recognition from an 
on-device trained model, a total of 50 test images were used. The computer contains 
25 data, the mouse 15, and the mobile 10 data. The results show TP = 30, TN = 19,  
FP = 1, and FN = 0. Applying the confusion matrix formula ((TP + TN) *100%) / 
(TP + TN + FP + FN), the research achieved 98% accuracy in object recognition.

6	 CONCLUSION

In this article, a systematic mapping study explores the construction of on-device 
object training models using mobile applications, along with the verification and 
validation of a proposed neural network. All types of mobile devices can utilize the 
proposed neural network without any additional limitations. Both RAM and image 
count affect training time.

Furthermore, training time will be optimized with a lower error rate, and the 
algorithm will be compatible with various platforms.
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