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PAPER

Design and Optimization of Human-Computer 
Interaction System for Education Management  
Based on Artificial Intelligence

ABSTRACT
The continuous improvement and refinement of artificial intelligence (AI) technology has 
facilitated the broader application of human-computer interaction in the field of education 
management. The construction of an educational management human-computer interaction 
system based on AI technology can optimize and improve key parameters of educational 
management human-computer interaction scenarios, thereby creating a more comprehen-
sive mobile learning (m-learning) application system. This paper is based on AI technology, 
analyzing gesture semantics and speech semantics, and combining fusion algorithms to con-
struct an education management human interaction system. The performance changes of 
the system were compared with real experimental operations and the NOBOOK platform 
analysis. The results show that the education management human-computer interaction 
system constructed in this article can enhance the m-learning experience of participants. 
It ensures high recognition accuracy, leading to higher scores in all dimensions of indicator 
evaluation. Therefore, as one of the crucial forms of m-learning, the human-computer interac-
tion system for education management based on AI can establish a foundation for the further 
enhancement and development of education management.

KEYWORDS
artificial intelligence (AI), human-computer interaction, education management system, 
mobile learning (m-learning), fusion algorithm

1	 INTRODUCTION

The rapid development of the economy and society has promoted the updating 
and iteration of artificial intelligence (AI) technology, leading to continuous trans-
formation and improvement in the education industry. In this process, the mode 
of educational management is also changing accordingly [1–2]. In the gradual pop-
ularization of education, educated individuals aspire to enhance and supplement 
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their professional knowledge and broaden their horizons. They also hope to fur-
ther improve their knowledge structure and professional skills. The continuous 
improvement and innovation of education management models can help address 
the structural deviation in China’s labor demand and supply. It can also optimize 
and enhance the deepening application of AI in education management. Not only 
can it optimize educational models, but it can also enrich educational forms and 
content and improve the quality of education [3]. With the rapid development of 
information technology and the continuous application of AI, new mobile learn-
ing (m-learning) models, such as human-computer interaction systems, provide a 
fresh platform for education. Participants in education management can utilize the 
human-computer interaction system developed using AI technology to select the 
suitable time and environment for engaging deeply with relevant courses in educa-
tion management. They can more conveniently experience the educational form of 
human-computer interaction, including audio, video, text, and other forms of fusion.

In the field of educational management, there is a wide array of learning courses 
available, each varying in quality. As a result, participants often find themselves invest-
ing significant time and energy in selecting the most suitable content. They cannot 
make appropriate adjustments based on the individual differences of participants, 
and the process is a simple information transmission process, which cannot achieve 
deep learning in human-computer interaction scenarios [4–5]. Therefore, the situa-
tional deep learning method based on human-computer interaction in educational 
management has yet to be widely popularized. In the context of human-computer 
interaction in education management based on AI, gesture and speech interaction 
have become a new form of non-contact human-computer interaction, following 
the mouse, keyboard, and touch screen. Its intuitive, natural, and human-computer 
harmony have been widely applied in various fields. The intelligent control model, 
based on gesture and speech interaction, has effectively promoted the rapid devel-
opment and updating of human-computer interaction in education management. 
It also provides a more efficient means for educational management [6–7].

In the development of human-computer interaction technology, traditional 
contact-based interaction devices are unable to fulfill the profound perception and 
experiential human-computer interaction requirements of diverse participants in 
educational management. The emergence of new interactive devices has signifi-
cantly advanced gesture-based interaction. The interaction based on gesture and 
speech mainly involves techniques such as gesture tracking, gesture segmenta-
tion, and gesture and speech recognition [8]. In vision-based gesture interaction, 
gesture information can be captured by devices such as Kinect and Leap Motion. 
After processing, gesture recognition results can be obtained and combined with 
speech recognition technology. Then, based on the recognition results, 3D models, 
robots, and virtual objects can be manipulated. The data obtained from wearable 
devices is very accurate, but their popularity is limited due to the high cost and price 
issues associated with these devices. The method proposed by researchers, based on 
gesture and speech information for collaborative input, and has optimized the real-
time performance of human-computer interaction [9–10]. This lays the foundation 
for the design and optimization of human-computer interaction systems in educa-
tion management based on AI technology, further enriching the form of m-learning.

With the continuous development and maturity of human-computer inter-
action technology, the interaction methods in education management have grad-
ually evolved from two-dimensional web page interaction to three-dimensional 
interaction. The education management human-computer interaction system plat-
form designed using virtual reality technology allows participants to deeply engage 
with virtual objects in the scene through handheld devices, thereby enhancing the 
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participants’ sense of experience [11]. In addition, the human-computer interaction 
system enables multi-dimensional channel feedback in the virtual scene to ensure 
convenient, timely, and accurate transmission of interactive information in edu-
cation management. Operators can acquire information through visual channels 
and transmit information through various channels, including touch, speech, and 
more. Avoiding the disadvantage of excessive reliance on recognition accuracy for 
interaction accuracy in a single interaction mode [12].

A multimodal human-computer interaction system can be implemented 
by utilizing a multi-dimensional fusion of gestures, speech, and other forms of 
human-computer interaction, which can construct interaction modes that align with 
educational management in AI. Therefore, this system is also considered a more nat-
ural and efficient method of human-computer interaction in education management. 
Multimodal human-computer interaction integrates various new interaction meth-
ods such as gestures, speech, eye movements, and touch. It can simultaneously 
process information from multiple modalities and integrate information through 
multimodal fusion algorithms, providing participants with feedback on various 
information sources. This technology can effectively solve the problems faced in 
educational management, such as the need for increased interaction intelligence 
and higher accuracy. It can also assist participants in the more natural operation of 
virtual scenes and educational management. The multi-channel interaction method 
enables participants to interact naturally and efficiently based on real-world behav-
ioral habits [13–14]. Most of the existing multimodal research focuses on fusion meth-
ods and technologies. However, there are still areas for improvement in designing 
and optimizing human-computer interaction systems for educational management 
within the realm of AI. This can lead to subpar performance of fusion methods in 
educational management scenarios. Moreover, most fusion models are trained using 
machine learning (ML) algorithms with a large amount of data, which consumes sig-
nificant human resources and energy. Often, it can also lead to overfitting issues [15].

Based on this, the paper proposes an AI-based education management 
human-machine interaction system that can integrate the multimodal inputs of 
participants. By comprehensively analyzing participant intentions, we achieve 
human-machine interaction navigation in the education management process. This 
enhances the efficiency of m-learning and lays the groundwork for designing and 
optimizing education management human-machine interaction systems.

2	 MODELING	OF	EDUCATION	MANAGEMENT	ENVIRONMENT		
BASED	ON	ARTIFICIAL	INTELLIGENCE

Designing and optimizing an AI-based human-computer interaction system for 
education management requires modeling and processing interaction scenarios. 
A support vector machine (SVM) classifier can be used to develop gesture and 
speech recognition models for educational management environments. SVMs 
transform linearly inseparable samples in a low-dimensional input space into a 
high-dimensional feature space to enable linear separability through the selection 
of various kernel functions. Based on institutional risk minimization, the optimal 
hyperplane is constructed in the feature space to obtain a structural description of 
data distribution, thereby reducing data size and distribution requirements. In envi-
ronmental modeling, SVMs are developed to find from the optimal it surfaces under 
linearly separable conditions. The requirement for the optimal classification surface 
is that classification can not only correctly separate two classes but also maximize 
the classification interval.
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The maximum win algorithm is used in classification decision-making, where 
each classifier votes for the class it determines. The final classification result depends 
on the class that receives the most votes. By adopting this method, the classification 
results can be predicted, and probability information about classification can be pro-
vided for each test sample. For a k classification problem, the goal is to estimate the 
probability that the sample x

i

���
 belongs to each class, as described by formula (3) [16]:
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Among them, Pi can be obtained by solving the following optimization problems, 
as shown in formulas (4) and (5):
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Among them, rij represents a paired probability.
In addition, virtual agents have been a crucial component of human-computer 

interaction system design in education management and have been a prominent 
research topic since the 1990s. Virtual agents are graphical entities that can simulate 
the behavior and actions of humans or other living organisms. Their appearance 
enhances the authenticity of virtual reality scenes and improves the experience 
of human-computer interaction [17–18]. Virtual agents have demonstrated sig-
nificant value in various fields, including education, entertainment, training, and 
military applications. They are even used as substitutes for real people in virtual 
scenes to assist individuals in completing hazardous operations. Human behavior 
is divided into three stages: environmental perception, cognitive decision-making, 
and motion control, forming a recurrent network. Before engaging in a behavior, 
individuals first perceive changes in their environment, then make decisions based 
on their cognitive abilities, and finally execute appropriate actions through their 
organs. Therefore, virtual agents must also perceive their environment and make 
cognitive decisions before taking final actions to simulate natural human behavior 
when designing human-computer interaction systems for education management. 
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At the same time, the behavior of virtual agents can also affect the surrounding envi-
ronment, causing other objects to react and trigger additional actions by the agent. 
In the education management human-machine interaction system, combined with 
m-learning, the state changes of participants can be analyzed and studied using 
virtual agents. As shown in Figure 1, a schematic diagram of the human-computer 
interaction architecture in education management is provided.

Cognitive
model

Knowledge
base

Decision
model

Cognitive Decision Making

Perceived
information

Environment-aware

Decision
information

Motion control

Occurence
Behavior
feedback

Fig. 1. Schematic diagram of human-computer interaction structure for education management system

In human-computer interaction systems, participants acquire information about 
the surrounding environment through environmental perception, which is a pre-
requisite for their movement. The level of perception directly influences partici-
pants’ behavioral decision-making and motion control. Currently, the most common 
method for constructing environmental perception is to simulate the perception 
process of living organisms using visual and auditory cues. As shown in Figure 2, 
a schematic diagram illustrating visual and auditory perception is used in the design 
of an education management system based on artificial intelligence.

a) Visual perception diagram b) Auditory perception diagram

Participant
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Fig. 2. Visual perception and auditory perception in the human-computer interaction  
system for educational management system

In the design process of the human-computer interaction system for educational 
management, the simulation of participants’ hearing mainly considers distance and 
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sound intensity. When the distance between the sound source and the participants 
exceeds the defined hearing radius, or the sound intensity transmitted from the sound 
source to the participants does not reach the sound threshold set by the participants, the 
participants cannot receive sound information and will not be able to make decisions. 
On the contrary, a judgment decision will be made based on the received sound infor-
mation [19–20]. In the design of a human-computer interaction system, the perceptron 
identifies the trigger carried by the object and extracts the decision information to carry 
out the following action. This illustrates the implementation process of the auditory per-
ception algorithm in the education management human-computer interaction system. 
A specific auditory perception pseudocode is provided in Algorithm 1. (The pseudocode 
of visual perception can also be analyzed regarding auditory perception-related logic.)

Algorithm 1: Auditory Perception

Input: Type of trigger ttarget, position information of trigger postarget, decision information carried by 
trigger, position information of perceptron pos, hearing radius of perceptron rsound, speech value of 
perceptron thresholdsound.
Output: Auditory decision resultsound
Step:
1. if (ttarget=″sound″) then
2.  dis=Euclidean (pos, postarget)
3.  power=SoundFade(pos, postarget)
4.  if (dis<rsound) & (power≥thresholdsound) then
5.  resultsound=decision
6. return resultsound
7. end

Cognitive decision-making plays an essential role in the behavioral mechanisms of 
participants. It combines the environmental information obtained from the environ-
mental perception module with its cognitive ability to make corresponding decisions. 
The system transmits decision information to the motion control module, which 
then initiates corresponding actions. The finite-state machine model is a standard 
cognitive decision model, a mathematical model composed of states and transitions. 
Anything can be abstracted into a finite number of state sets composed of different 
states at every moment. A state transition occurs when stimulated or influenced by the 
external environment, as depicted in Figure 3, illustrating the state transition process.
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Fig. 3. Schematic diagram of state transition
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In the human-computer interaction system for educational management, the 
state switching between each participant’s state points can be represented by a 
directed weighted edge. The weight of the edge signifies the information input from 
the external world. The finite-state machine can be expressed by the formula (6):

 M = (Q, s0, X, Y, δ, F) (6)

Among them, Q represents a finite set of states; S0 represents the initial state in 
the finite state, which is one of the finite set Q; X represents the influence of exter-
nal stimuli and a limited set of inputs; Y represents the state transition caused by 
input and is also one of the finite state sets Q; δ is a parameter that controls state 
transitions; F is the final set of states, also a subset of Q.

Also, we can describe how participants move within the education management 
system using the linear quadratic form optimal control algorithm. Let’s assume we 
represent the equation of state of a linear system with formula (7).
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y t Cx t Du t
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The quadratic performance index function is generally denoted as J, as shown in 
formula (8).

 J
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Among them, x(t) represents the state variable, Q is the semi-definite weighted 
matrix of the state variable, u(t) denotes the control input variable, R stands for the 
positive definite weighted matrix of the control input, and J represents the perfor-
mance indicator function. The goal of optimal control is to minimize the perfor-
mance index function J. According to the minimum principle, the optimal control 
input formulas (9) and (10) of the system can be derived as follows:

 u t Kx t R B P t x tT
�

�� � � �( ) ( ) ( ) ( )1  (9)

 P t P t A A P t P t BR B P t QT T

�
�� � � � � �( ) ( ) ( ) ( ) ( )1 0  (10)

Among them, K is the feedback gain matrix, and P (t) is the solution of the Riccati 
differential equation formula.

3	 HUMAN-COMPUTER	INTERACTION	SYSTEM	MODEL	FOR	
EDUCATION	MANAGEMENT	BASED	ON	ARTIFICIAL	INTELLIGENCE

3.1	 Semantic	algorithm	for	human-computer	interaction		
for	educational	management

Semantic analysis of gestures in human-computer interaction. Based on the 
construction of gesture semantics in the design of human-computer interaction sys-
tems for education management, the goal is to eliminate the semantic gap between 
gesture and speech. To achieve this, both modalities are uniformly expressed at the 
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semantic level. This involves determining the active object, passive object, and inter-
active action referred to by each modality. Firstly, it is necessary to determine the 
active object (GA) that the gesture refers to. In human-computer interaction systems, 
participants use virtual hands to manipulate virtual objects. By default, the active 
object of gesture semantics is the virtual hand. When the virtual hand manipulates 
other virtual objects, the active object is transformed into the manipulated object. 
Assuming there are l possible active objects in the virtual scene, the probability 
that the active object referred to by the gesture is the i-th virtual object is shown in 
formula (11) [21].

 GA
active object is i

active object isn t i
�
�
�
�

�

0

1

        
        ,

��
 (11)

In gesture semantic analysis, the virtual object that the participant plans to inter-
act with can be determined based on the direction of motion of the active object 
and the distance from other virtual objects. In a virtual environment with m passive 
objects, the probability of the participant intending to interact with a virtual object, 
GPj, can be represented by formulas (12) and (13):

 GP
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j
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m
�
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1
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 I
d

j

j j

�
�
1

�
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Among them, j is the angle between the motion direction of the active object and 
the vector between the active object and the j-th virtual object; Dj is the distance 
between the active object and the j-th virtual object; GPj represents the probability 
that the active object wants to operate the j-th virtual object, which is the passive 
object indicated by the gesture.

Speech semantic analysis in human-computer interaction. In the 
human-computer interaction system of education management, analyzing gesture 
semantics and related algorithms for speech semantics are necessary. In semantic 
understanding, most algorithms adopt the method of dividing the semantics of par-
ticipants into limited, discrete categories. This method first defines the semantics of 
participants as multiple categories. Then, it collects various related datasets to utilize 
deep neural networks (DNNs) for distinguishing the input speech semantics [22].  
This method requires a lengthy data collection process and network training, which 
limits its application in practical engineering fields. To address the above chal-
lenges, this paper utilizes the language technology platform (LTP) to perform syn-
tactic analysis on the identified sentences. This process helps in obtaining active 
objects, passive objects, and interactive actions for interactive semantics. Then, 
word vectors for each component are generated using relevant models such as AV, 
PV, and IV, corresponding to gesture interaction semantics. All interaction semantics 
in the human-computer interaction environment of the education management sys-
tem are represented in the form of word vectors. Specifically, the i-th active object 
word vector in the human-computer interaction scene is represented as Ai, the j-th 
passive object word vector as Pj, and the interaction action as Ik. Finally, the simi-
larity between each component is calculated. The calculation process is shown in 
formula (14), where the interactive semantics of speech are {VAi, VPj, VIk}.
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Based on word similarity, the structural characteristics of sentences are deter-
mined by segmenting sentence components using the system. Then, they are added 
to the similarity calculation of sentences and combined with the application scenario 
of virtual scenarios in the education management human-computer interaction 
system. The method is then simplified to obtain formulas (15) and (16).

 Sim(S1, S2) = λ × β (15)

 � � � �a Sim B B a Sim B B a Sim B B
1 1 1 2 2 2 1 2 3 3 1 2

( , ) ( , ) ( , )  (16)

Among them, the calculation result of Sim(S1, S2) is co-determination by two fac-
tors. S1 represents the speech provided sentence input by S1 participants, while S2 
denotes the specific semantics in the semantic database. β represents the semantic 
similarity value, while λ is a negative coefficient. If there are apparent antonyms in 
two sentences, the value λ is set to −1, indicating opposite semantics.

Participants aim to identify the sentence with the highest similarity to the con-
structed intention set when they engage in speech input. At this point, the seman-
tic similarity between the recognition statement and the semantic database can be 
expressed using Formulas (17) and (18):

 I Sim S S i =
i

i= ( , )
1 2

    1,2,3  (17)

 I0 = 1 − max(I1, I2, I3) (18)

Among them, S1 represents the sentence that the participant input speech through 
speech recognition, Si2 corresponding to the non-empty intention in the intention set. 
I0 represents the strength of the current empty intention, and the largest among I0, I1, 
I2, and I3 represents the current participant’s speech semantics.

3.2	 Design	of	human-computer	interaction	for	education		
management	system	based	on	fusion	algorithm

A comprehensive framework for multimodal interaction based on AI has been 
developed to create an educational management human-computer interaction sys-
tem with multimodal interaction at its core. In the multimodal interaction frame-
work, the input modes of human-computer interaction are set to tactile and speech 
input [23]. In human-computer interaction, gesture information is selected as the 
primary input method, supplemented by speech input. This combination of virtual 
and real interfaces helps streamline the interaction process within the education 
management system. As shown in Figure 4, the basic framework structure of mul-
timodal interaction is presented. It mainly consists of an input layer, a perception 
and recognition layer, a fusion layer, and an application layer. In the design of edu-
cational management human-computer interaction systems, the overall framework 
of multimodal human-computer interaction is divided into the input of multimodal 
information, the perception and recognition of multimodal information, the fusion 
of multimodal information, and the application of fusion results.
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Participant

Speech Tactile

Multimodal information
perception recognition

Speech commands Tactile command Operation behavior

Multimodal intention
understanding model Behavior analysis

Multimodal perception navigation narrative
fusion experimental environment

Database

Input Layer

Perception Layer

Fusion Layer

Application Layer

Fig. 4. Basic framework structure of multimodal interaction

Based on the analysis of gesture semantics and speech semantics algorithms 
in designing human-computer interaction systems for education management, a 
unified semantic expression for gesture and speech modalities has been achieved, 
addressing the issue of heterogeneous data from non-homologous sources. The der-
ivation of participants’ true intentions through the above two semantics is a vital 
link. Due to the significant difference in frequency between the two types of seman-
tics, gesture semantics are generated in every frame of the educational management 
human-computer interaction system. In contrast, speech semantics are only gener-
ated after participants produce speech input and recognize segmentation. This also 
leads to the asynchrony of the two modalities in time, and it is necessary to determine 
the correspondence between gesture semantics and the generated speech semantics.

Because gesture semantics are generated frame by frame based on video images, 
there may be frame loss or noise data during gesture operations, which can lead to 
errors in recognizing gesture intentions. Simply selecting the speech intention to 
generate the previous or subsequent frame for calculating gesture semantics cannot 
accurately represent the participants’ actual operational intentions. The semantics 
of participants’ gestures and speech are not generated simultaneously; their order of 
generation is random. However, the generation time of gesture semantics is always 
within 1 second of the generation of speech semantics, and gesture semantics are 
concentrated near the time point of speech semantics generation. Therefore, tem-
poral constraints can be applied to gestures and speech. As shown in Figure 5, a 
time threshold T is set to determine whether the gesture of each frame within the 
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period is related to speech semantics. If the gesture frame is not within the range, it 
does not affect the actual operational intention of the participants during this period. 
Conversely, the gesture frames within the T period are all related to the actual 
operational intention of the participants.

BI 0 BI i BI i+1 BI n

··· ··· ···

VI

Time threshold T

Speech channel

Visual
sensing
channel

Fig. 5. Time constraints of gestures and speech

In the educational management human-computer interaction system scene, 
there is one active object for analyzing gesture interactions. Each frame of 
gesture-activated objects is encoded, and a one-dimensional vector represents each 
frame of gesture-activated objects. The correlation λ between gesture and speech 
at t, the active object GA referred to by the gesture, can be represented by formulas 
(19) and (20):

 �
� �

�

�
� �

�
�
�
�

�
�
�

�

�

�
�
�

�

�

�
�
�

1

2

30

2

2

2
exp

t

 (19)

 GA = λ • M (20)

In complex scenarios within education management human-computer interac-
tion systems, relying solely on intelligent devices or speech for interaction can often 
result in the distortion of input information due to external or internal factors. This 
can impact the efficiency of the human-computer interaction system. Therefore, to 
construct a fundamental problem based on gesture and speech intention under-
standing models and algorithms, a multimodal fusion perception algorithm is 
proposed. This algorithm aims to perceive the true intentions of participants by 
mutually supplementing gesture and speech information. In the process of multi-
modal interaction, the multimodal fusion perception algorithm is used to integrate 
participants’ gesture and speech information. The basic flowchart of the multimodal 
fusion perception algorithm is presented in Figure 6.

1. Participants’ gesture recognition results and speech recognition data are input 
into the multimodal intention understanding model, and the fusion results are 
obtained through the intention understanding model.

2. Determine the accuracy of the fusion result’s intention, divided into accurate and 
fuzzy intentions.

3. Input the accurate intentions of the participants into the interactive application 
layer and check and correct the steps in the current navigation according to the 
participants’ intentions.
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If there is a vague intention, ask the participants to confirm the accuracy of the cur-
rently obtained intention to facilitate the education management human-computer 
interaction system to judge the participants’ intentions more accurately.

Navigation Tips
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Fig. 6. Flow chart of multimodal fusion perception algorithm

4	 APPLICATION	OF	HUMAN-COMPUTER	INTERACTION	SYSTEM		
FOR	EDUCATION	MANAGEMENT

4.1	 System	application	conditions	and	processes

In the application process of the educational management human-computer 
interaction system, the system detects participants’ gestures and speech informa-
tion. It acquires participants’ intentions and operational behaviors using multimodal 
intention understanding and operational interaction algorithms. The virtual exper-
imental environment responds to users in real-time after receiving their intentions 
and operational behaviors. Participants can observe their behavior and actions in 
the virtual scene. At the same time, the system will detect the behavior of partici-
pants and provide reminders and corrections. Throughout the user experience pro-
cess, the human-computer interaction environment conveys relevant information 
through speech broadcasting and screen display. Based on the developed education 
management human-machine interaction system, combined with the utilization of 

https://online-journals.org/index.php/i-jim


iJIM | Vol. 18 No. 7 (2024) International Journal of Interactive Mobile Technologies (iJIM) 119

Design and Optimization of Human-Computer Interaction System for Education Management Based on Artificial Intelligence

m-learning devices, participants can engage in the relevant aspects of the education 
management process within the interactive system environment. When a partici-
pant inputs voice commands, the interaction system distinguishes and determines 
active objects, interactive actions, and passive objects.

4.2	 System	application	results	and	analysis

Analysis of correlation between gesture semantics and speech semantics. 
In order to further explore the temporal constraints of gesture and speech semantics 
in AI-based education management human-computer interaction systems, 100 col-
lege students were randomly invited to participate in experiments. Each participant 
was asked to perform a gesture and verbally state the action name. The time for 
recognizing the gesture action and the action name were recorded separately. Each 
experimenter conducted ten experiments and statistically analyzed the relevant 
experimental results.

Figure 7 illustrates the temporal correlation between gesture semantics and 
speech semantics of participants in the education management human-computer 
interaction system. Among them, the horizontal axis represents relative time. The 
origin represents when speech is recognized, the negative coordinate represents 
the gesture recognized before speech is recognized, and the positive coordinate 
represents the gesture recognized after speech is recognized. The vertical axis 
represents the number of times a gesture has been recognized during a specific 
period. The correlation between gesture and speech follows a Gaussian distribution 
relationship. Through experiments, it can be determined that T = 2s, µ = 0.0136, 
δ = 0.3725.
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Fig. 7. Time correlation between gesture semantics and speech semantics

Comparison of operational efficiency and evaluation. In order to further eval-
uate the performance of the human-computer interaction system for educational 
management based on AI, a comparative analysis was conducted using the NOBOOK 
virtual platform. This analysis was complemented by fundamental experimental 
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operations and experimental operation scenarios in educational management. 
As shown in Figure 8, a comparison of the efficiency of participants in conduct-
ing experimental operations under three different scenarios is presented. To ensure 
the effectiveness of the comparative experiment, all three experimental methods 
were compared using the same scenario. We invited 15 participants to conduct the 
experiment, all of whom possess relevant basic knowledge and are proficient in 
completing real-world experiments. Each participant completed one experiment 
in three different ways, and the duration of the experiment was calculated for each 
participant.

The participants’ experimental efficiency results show that the interaction effi-
ciency of the education management system based on AI is significantly better 
than that of basic experimental operations and NOBOOK virtual experiments. 
On the one hand, experiments in virtual scenarios accelerate the occurrence 
of certain experimental phenomena. On the other hand, the utilization of 
human-computer interaction systems enables the understanding of participants’ 
interaction intentions and guides them to execute correct operations, thereby 
enhancing their interaction methods. Among them, the longest duration during 
the experimental operation is approximately 13.6 minutes, while the longest 
duration for the NOBOOK virtual experiment is around 11.7 minutes. However, 
the longest duration for the education management human-computer interaction 
system constructed in this article is approximately 9.0 minutes, which is signifi-
cantly superior to the efficiency of the actual experimental operation and the 
NOBOOK platform.
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Fig. 8. Comparison and analysis of operation times under different experimental operations

The accuracy of gesture recognition and speech recognition is also essential 
in the education management human-computer interaction system. As shown in 
Figure 9, the accuracy of gesture recognition and speech recognition of participants 
in the interaction system is provided. It can be seen from the figure that the accuracy 
of gesture recognition ranges from 97.3% to 99.4%, while the accuracy of speech 
recognition ranges from 96.9% to 98.9%. Therefore, it indicates that the system 
can still achieve relatively high accuracy even in relatively complex experimental 
environments.
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Fig. 9. Accuracy of gesture and speech recognition in the system (in this paper)

In addition, evaluation and analysis were conducted for three different opera-
tional scenarios. Based on the operational processes of the 15 participants mentioned 
above, evaluations were carried out on six dimensions: interactivity, intelligence, 
interest, effectiveness evaluation, convenience, and operational experience. Figure 10 
displays the evaluation analysis of six dimensions across three distinct operating 
scenarios, with each item having a maximum score of 10 points. As depicted in the 
figure, the total score of the AI-based education management human-computer 
interaction system is approximately 51.5 points, the NOBOOK platform score is 
around 47 points, and the actual experimental operation score is about 44.5 points. 
The education management system, which incorporates a human-computer inter-
action system based on AI, has relatively better evaluation scores and performance 
regarding operational efficiency and comprehensive evaluation.
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Fig. 10. Comparison of evaluation scores for various dimensions under different operating scenarios
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5	 CONCLUSIONS

The continuous development and application of AI technology and interaction 
technology have promoted ongoing progress and innovation in educational man-
agement methods from a technical perspective. This paper discusses the applica-
tion of AI technology in education management, incorporating fusion algorithms 
to develop a human-computer interaction system for education management 
based on AI. This system aims to offer more efficient m-learning methods. The 
study examines the characteristics of the system, the variances among different 
NOBOOK platforms, and real operational scenarios. It also includes a comparison 
of operational efficiency and participant evaluation scores. The main conclusions 
are as follows:

1. The application of AI technology and fusion algorithms can integrate gesture 
semantics and speech semantics in human-computer interaction to create and 
construct virtual scenarios for educational management. Through auditory and 
visual perception, it is possible to achieve the perception and analysis of various 
scenarios in human-computer interaction systems for educational management. 
This can effectively enhance participants’ multi-sensory visual experience in 
human-computer interaction scenarios and improve their overall experience.

2. In analyzing the temporal correlation between gesture semantics and speech 
semantics of participants in the human-computer interaction system for educa-
tion management based on AI, a Gaussian distribution relationship exists between 
gesture semantics and speech semantics. For the analysis of related parameters, 
the time threshold T = 2s can be determined, and the corresponding distribution 
function parameters are µ = 0.0136 and δ = 0.3725. The highest accuracy rates for 
gesture and speech recognition that can be achieved simultaneously are 99.3% 
and 98.9%, respectively.

3. The system constructed in this article can significantly improve operational 
efficiency by comparing the performance parameters of the fundamental 
operation, the NOBOOK platform scenario, and the education management 
human-computer interaction system. In the same experimental scenario, the 
longest experimental operation time is about 9.0 minutes, which is reduced by 
2.7 and 4.6 minutes compared to the accurate operation and NOBOOK platform, 
respectively. The education management human-computer interaction system 
has received higher scores in all dimensions for the comprehensive evaluation of 
participants, indicating superior overall performance advantages.
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