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PAPER

LPCE-Based Replacement Scheme for Enhancing 
Caching Performance in Named Data Networking

ABSTRACT
The substantial surge in users has adversely impacted the performance of the present IP-based 
Internet. Named data networking (NDN) emerges as a future alternative, given its distributed 
content caching system, where data can be cached in multiple routers and retrieved from the 
closest one instead of the original producer, enhancing content availability, reducing latency, 
and minimizing data loss. This paper introduces the less popular content eviction (LPCE) pol-
icy, a novel cache replacement scheme designed to enhance the caching performance of the 
conventional LFU (least frequently used) policy in NDN routers, thereby improving overall 
network efficiency. The proposed method subsumes LFU and FIFO (first in first out) policies 
and employs an additional list controlled by the LRU (least recently used) policy. Utilizing 
the ccnSim simulator, we conduct a comparison of LPCE’s performance with that of the LFU 
technique and other competing caching techniques, considering variations in several simu-
lation parameters. Experimental results reveal that the proposed LPCE algorithm excels over 
others across a majority of performance metrics, such as cache hit ratio, content delivery 
delay, upstream hop count, network traffic, and producers’ load. Besides, the findings indicate 
that LPCE outperforms LFU, with an increase in cache hit ratio ranging from 1.32% to 5.75%.

KEYWORDS
named data networking (NDN), distributed content caching, replacement policies, least 
frequently used (LFU) policy, least recently used (LRU) policy, less popular content eviction 
(LPCE) policy, cache hit

1	 INTRODUCTION

The current Internet has seen significant advancements and has become an 
essential aspect of contemporary existence. From being a simple IP network, it has 
evolved into a global platform offering a wide range of online services, including 
social networks, online banking, and video streaming. Internet users now have 
additional needs, including the requirement for high bandwidth, low latency, mobil-
ity, data availability, and security, as a result of the advent of these new services. 
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These challenges are simply a small sample of the myriad issues that the Internet 
faces today [1]. To address this situation, a novel network architecture is suggested 
to supplement or potentially replace the existing Internet architecture; it is known as 
named data networking (NDN) [2, 3]. NDN networks are among the proposed archi-
tectural approaches for the basic ICN (information-centric networking) model [4]. 
Indeed, NDN differs from an IP-based Internet in that it considerably boosts network 
performance with its exceptional caching ability and innovative content naming 
scheme [5]. For example, Figure 1 illustrates the data retrieval model on the pres-
ent Internet, wherein client requests travel through the Internet backbone, which is 
without any caching process, to reach the data source. This approach causes height-
ened delays and losses in data delivery, overloads the resources of the traversed 
routers, accelerates network congestion, and further saturates central servers. These 
factors negatively influence Internet performance, especially as the number of users 
continues to increase [5].

Fig. 1. The data retrieval model on the present Internet

In contrast, inside the NDN framework, as shown in Figure 2, the caching proce-
dure is distributed across all routers. This implies that data can be stored in multi-
ple routers and retrieved from the closest one, enhancing the efficiency of content 
distribution and markedly alleviating the load on central producers. Thus, the NDN 
caching strategy significantly improves content availability, reduces latency, mini-
mizes data loss, and decreases network traffic, as consumers demand data from the 
nearest router rather than directly from the original producer [6, 7].

Fig. 2. The model for retrieving data within the NDN architecture
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To implement this caching process easily, NDN routers opt for content names as 
network addresses instead of IP addresses. This choice is made because these names 
are unique and independent of the servers’ locations. Simply put, to request data on 
the NDN network, the consumer must indicate the content name rather than sup-
plying an IP location address [8]. Afterward, the network searches for the name of 
this content on the nearest routers and sends back the associated data (see Figure 2).

As depicted in Figure 3, the NDN router consists of three primary components: 
the pending interest table (PIT), which serves as a list of unsatisfied interests; the for-
warding information base (FIB), which is employed for routing interest packets; and 
the content store (CS), which is utilized to store copies of frequently requested data [9].

Fig. 3. The caching components of an NDN router [9]

When an interest in data is identified, the router verifies whether the solicited 
data is in its cache; if it is, it can be promptly retrieved. The steps involved in how 
an NDN router handles an interest packet are illustrated in Figure 4 and detailed 
below [10]:

Initially, the router checks for the presence of the related data in its CS cache. 
If found, it transmits the data via the incoming interface of the received interest. 
Otherwise, the router inspects the PIT table. In the event that there is already an 
interest in this data, the router simply appends the incoming interface of the interest 
to the corresponding entry. If there is no existing interest, the router generates a new 
interest entry in the PIT and then moves on to the FIB base to locate the interfaces 
leading to the demanded data. Afterward, interest packets will be sent through all 
the associated output links.

In Figure 4, the process by which an NDN router deals with a data packet is elab-
orated as follows [10]: At first, the existence of the corresponding interest in the PIT 
table is verified. If not found, the data is rejected. However, if an entry is identified, 
the data is subsequently transmitted through all the interfaces linked to this interest. 
Subsequently, the data is cached in CS, and the related interest is discarded from the 
PIT table. In this process, it should be noted that no role is played by the FIB table.
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Fig. 4. The NDN router’s processing for Interest and data packets

The content caching system stands as a fundamental pillar of the NDN archi-
tecture, providing an effective remedy for the rising traffic by storing named data 
duplicates within the routers along the path and guaranteeing swift access when 
required. It comprises two essential parts, namely the cache placement (or decision) 
strategy and the cache replacement (or eviction) policy [11].

The goal of the placement strategy is to identify the router where the content 
should be saved [12]. As examples, we refer to the LCE (leave copy everywhere) 
and LCD (leave a copy down) strategies [13]. In the context of LCE, each NDN router 
along the path to the inquiring consumer stocks the desired content [14]. With LCD, 
the routers downstream exclusively duplicate the required data [15]. On the other 
hand, due to the constrained size of the CS, the replacement policy is intended to pick 
content for eviction from the cache, thereby making room for new ones [16], [17].

The performance of the caching system is a crucial factor that can significantly 
impact the overall performance of NDN networks. Consequently, it has attracted con-
siderable attention from the networking research community. Thus, several caching 
policies have been proposed or enhanced to improve the network’s overall perfor-
mance. Caching performance is typically measured using various metrics such as 
cache hit ratio, producer load, network traffic, and latency. The cache hit rate is the 
most important metric for measuring performance in NDN. A higher cache hit rate 
implies that more consumer requests are satisfied from network caches, resulting in 
lower latency, reduced network traffic, and less strain on content producers.

In this paper, we propose the less popular content eviction (LPCE) policy, a new 
cache replacement scheme aimed at enhancing the caching performance of the least 
frequently used (LFU) replacement policy in NDN routers, thereby improving the 
entire network’s performance. The subsequent sections of this paper are structured 
as follows: Related work is explored in Section 2; our novel caching policy is intro-
duced in Section 3; simulation parameters and scenarios are described in Section 4; 
the simulation results are presented in Section 5; and finally, a summary and future 
work are provided in Section 6.

2	 RELATED WORK

Caching performance in NDN networks relies on two key factors: content 
placement strategy and content replacement policy. In this context, we highlight 
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prominent replacement policies that align with our approach and have been pro-
posed or improved to enhance the whole network’s performance. These replace-
ment policies can be categorized into three types: those relying on the popularity (or 
frequency) of data, those dependent on the recency of data, and those considering 
both the popularity and recency of data [10, 14].

In [18], the LFU policy was proposed for NDN networks. This policy is predicated 
on the assumption that frequently demanded content might be asked for again soon. 
As a result, the strategy involves clearing the content with the lowest popularity 
from the cache to create space for new arrivals. However, content with a high pop-
ularity could endure within the CS even when not actively requested, leading to 
an issue referred to as the ‘aging phenomenon’ or ‘cache pollution.’ Several LFU 
variants, including LFU-aging, LFU with dynamic aging, and Window-LFU, have 
been proposed as solutions to address this issue and thereby enhance the entire net-
work’s performance. In fact, our approach follows this direction. It aims to enhance 
LFU performance by reducing cache pollution.

As presented in [19], LFU-Aging minimizes cache pollution by halving the popular-
ity of each cached content whenever the average popularity surpasses a predefined 
threshold. In the same context, authors in [20] introduced LFU with dynamic aging 
(LFUda) as an enhancement to LFU-Aging to mitigate the risk of cache pollution.

As proposed in [21] for NDN networks, the least recently/frequently used (LRFU) 
policy combines the LRU (least recently used) and LFU policies. At full capacity, LRFU 
selects the data with the smallest CRF (combined recency frequency) value for evic-
tion. The experimental results indicated that the LRFU replacement policy achieved 
a 3.36% higher hit rate than the LRU and a 5.78% higher hit rate compared with the 
priority-FIFO replacement policy.

The window-LFU (WLFU) policy was originally implemented for web caching 
in [22]. Here, the LFU method receives enhancement through the integration of a 
sliding window mechanism. Notably, window-LFU exhibits enhanced adaptability 
to dynamic changes in content distribution, outperforming LFU by concentrating 
solely on this specific temporal window.

The name popularity algorithm (NPA) [23] intends to boost the performance of 
the LFU replacement policy in NDN networks by employing an additional table, HT, 
to record the recent popularity of multiple accessed contents. Hence, when previ-
ously dislodged popular data from the CS cache is revisited, it regains its historical 
popularity (if available) from the HT table, thereby enhancing cache efficiency. The 
simulation findings reveal that the NPA algorithm excels in comparison to the LFU.

The two-queue (2Q) replacement policy was proposed in [24]. This caching tech-
nique aims to improve the LRU policy by adhering to the principle that when a con-
tent genuinely requires caching, it ought to consistently receive periodic requests, 
especially following a significant number of accesses within a short time frame. As 
a result, the 2Q policy manages a FIFO queue and two LRU lists. In practical applica-
tions, the 2Q algorithm is more effective than the LRU algorithm.

The segmented-LRU (SLRU) method [25] is designed to avoid the premature dis-
posal of temporally popular data. Hence, the cache is split into two different LRU 
lists: A1 for probationary data and A2 for protected data. New contents are continu-
ally directed to the probation list. If content from the A1 list is revisited, it gets trans-
ferred to the A2 list. In this manner, data with temporary popularity, upon entering 
the protected list, will have an extended duration in the cache compared to less 
popular data. Findings display that the SLRU achieves a 9% and 12% higher cache 
hit rate compared to the LRU and FIFO replacement policies, respectively.

https://online-journals.org/index.php/i-jim
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The adaptive replacement cache (ARC) policy [26] enables the boost of LRU per-
formance through the management of two LRU lists with variable sizes: T1 for 
data retrieved once and T2 for data retrieved on a minimum of two occasions. 
In addition, ARC stores only the names, not the content, of recently evicted data 
from both lists. It utilizes two additional LRU lists: B1 for managing content newly 
removed from the T1 cache and B2 for handling content recently removed from 
the T2 cache. Results show that ARC achieves a 4% higher hit rate than the LRU 
replacement policy.

An analysis of the previously mentioned studies reveals that replacement 
approaches yielding favorable caching performance outcomes often incorporate 
two key concepts: ghost entries and cache partitioning.

Ghost entries are exclusively dedicated to safeguarding metadata (names or keys) 
that identify contents recently forced out. To clarify, when content is taken out of 
a cache, only its name remains stored in a ghost list. Owing to their low memory 
consumption, several replacement policies keep a considerable quantity of ghost 
entries. This incurs additional costs on the one hand, but it also enhances the effi-
ciency and performance of the cache on the other. 

Regarding the second concept, the cache is commonly split into two segments. 
This is done to improve caching performance either by combining two different 
replacement policies (such as ARC) or by merging two distinct ideas while using the 
same caching technique (such as SLRU).

Our approach, detailed in the following section, aligns perfectly with this context. 
In simpler terms, it is designed based on the two aforementioned notions, aiming to 
further enhance the caching performance of the classical LFU scheme and, conse-
quently, improve the overall network performance.

3	 PROPOSED METHODOLOGY

As noted, before the proposed LPCE algorithm aims to improve the performance 
of the typical LFU method. As a reminder, the LFU strategy removes the least pop-
ular content from the cache to make room for new data. However, highly popular 
content can persist in the cache even when it is not frequently requested, causing an 
issue known as the “aging phenomenon” or “cache pollution.” Therefore, our LPCE 
method is designed to reduce this cache pollution, thereby enhancing network cach-
ing performance. This is achieved by partitioning the LFU cache into two subcaches 
with fixed capacities: one designated as the secondary cache, represented by the 
FIFO queue, and the other as the main cache, denoted by the LFU table. In addition, 
the FIFO cache occupies 5% of the overall cache space, with the main cache account-
ing for the remaining 95%.

A supplemental LRU ghost list is also incorporated to sustain the popularity of 
recently expelled data for an extended period of time. Properly speaking, when data 
is excluded from the cache, its popularity endures, guaranteeing that the ejected 
contents preserve their popularity and consequently aid in refining the caching 
decision in the near future.

In practice, our proposed algorithm, LPCE, combines LFU, LRU, and FIFO pol-
icies while leveraging an important number of ghost entries to boost cache effi-
ciency. It is important to note that all these strategies ensure the ordered structure 
of their lists. The general architecture of our proposed LPCE policy is depicted 
in Figure 5.
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Fig. 5. The general design of the proposed LPCE policy

Fig. 6. The flowchart of the proposed LPCE algorithm

As displayed in Figure 6, this is how the proposed LPCE algorithm operates:

1.	 Upon receiving new data, it first enters the FIFO secondary cache and stays in 
place as long as it is actively consumed, thereby ensuring the processing of its ini-
tial requests within the FIFO cache. This helps absorb a burst of data and weaken 
the aging process to the fullest extent achievable.

2.	 After reaching a certain age, it is eliminated in accordance with the FIFO policy, 
but its name and popularity are kept on the ghost list.

https://online-journals.org/index.php/i-jim
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3.	 If content that has been recently dropped from the FIFO cache is reutilized and its 
name still appears among the ghost entries, it is then incorporated into the LFU 
cache with its restored popularity from the ghost list. This indicates the popularity 
of the content, suggesting a high likelihood of future interests and, consequently, 
justifying its caching. It is crucial to underline that recovering the previous popu-
larity enhances the ranking of data in the LFU cache, safeguarding it against any 
premature rejection.

4.	 Otherwise, its name and popularity will be conclusively deleted from the ghost 
list under the LRU policy, suggesting it is either unpopular or old content. Through 
this method, our algorithm discards aged content that could potentially pollute 
the LFU cache.

5.	 After attaining complete capacity, the primary LFU cache transfers the less popu-
lar content to the secondary cache along with its newest popularity. This process 
affords the LFU element a fresh chance for use before any probable elimination. 
Consequently, data with moderate popularity, once entering the main cache, will 
enjoy a longer lifespan in the cache compared to both unpopular and elderly data.

Note that the popularity of a data point is only incremented within the main 
LFU cache.

4	 SIMULATION PARAMETERS AND SCENARIOS

In this section, we detail the simulation setup used to implement and measure the 
performance of our LPCE approach. We use ccnSim [27] for the simulation. The ccnSim 
is an open-source simulator with high scalability, developed using C++ to extend the 
OMNET++ environment [28] for simulating NDN networks at the data chunk level.

Furthermore, we assess the LPCE algorithm’s performance by comparing it with 
five different policies (LFU, LFUda, WLFU, NPA, and 2Q) under identical experi-
mental conditions. This evaluation was conducted after we extended the ccnSim 
simulator to include the LPCE policy and the other five policies. The performance 
evaluation metrics used in the simulation are explained in the next section. The 
cache hit rate is a crucial metric for evaluating performance in NDN. A higher cache 
hit rate indicates that more consumer interests are served by routers, leading to 
lower content delivery delays, decreased network load, and less burden on produc-
ers. Table 1 presents the main simulation parameters.

We use two network topologies (TREE and CDN), predefined in ccnSim, each dif-
fering in size as well as the number of consumers and producers (see Figures 7 
and 8). The TREE topology contains 15 routers, eight consumers, and one producer. 
However, the CDN topology contains 67 routers, 32 consumers, and five producers. 
The producer (data source) provides a catalog of 106 different contents for consum-
ers. The content store (CS) is configured by default with 1000 data chunks in each 
router. The consumer (data requester) sends 20 interest packets per second (default 
value) with a randomized time gap between two consecutive interests. The contents 
requested in interest packets follow the Mandelbrodt-Zipf [29] probability distribu-
tion used as a popularity model with a default α parameter value of 1.

In this simulation, we did not incorporate any routing protocols. Instead, the 
simulation employs a forwarding strategy known as SPR (shortest path routing), 
which establishes in each router a FIB table to forward interest packets towards 
the producer via the shortest path. This path is determined by the simulator using 
the Dijkstra algorithm [27]. The FIB table functions by mapping name-prefix-based 
interest packets to the output interfaces that lead to the requested data (see Figure 3).

https://online-journals.org/index.php/i-jim
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Over a long simulation duration, we study various scenarios involving changes 
in diverse simulation parameters such as placement strategy (PS), cache size (CS), 
consumer interest rate (Int_rate), MZipf α, and topology type (T) to evaluate the cach-
ing performance of the proposed LPCE under different conditions. Table 2 lists the 
simulation scenarios applied in this study.

To carry out this simulation, we need a machine equipped with robust hardware 
capabilities. Therefore, we employ an HP Zbook Fury G8 mobile workstation PC, 
featuring an Intel i7-11850H CPU and 32GB RAM.

Fig. 7. The TREE topology (15 routers, 1 producer, 8 consumers)

Fig. 8. The CDN topology (67 routers, 5 producers, 32 consumers)

https://online-journals.org/index.php/i-jim
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Table 1. Simulation parameters [21, 30, 31]

Parameter Values

Topology (T) TREE, CDN

Number of routers (N) 15 (TREE), 67 (CDN)

Number of producers 1 (TREE), 5 (CDN)

Number of consumers 8 (TREE), 32 (CDN)

Link rate 1 Mbps

Link delay 1 ms

Contents catalog size 10⁶ Diverse contents

Content size 1 Chunk

Replicas 1

Cache size (CS) 1000 Contents

Consumer interest rate (Int_rate) 20 int/s (with randomized inter-interest intervals)

MZipf α (for content popularity) 1

Placement strategy (PS) LCE, LCD

Forwarding strategy SPR (Shortest Path Routing)

Replacement policy LFU, LFUda, WLFU, NPA, 2Q, LPCE

Performance metric Cache Hit, Delay, Hop count, Network traffic

Simulation time 50000s (≈ 14 hours)

Table 2. Utilized scenarios in simulation [21, 30, 31]

No Scenario Variation Values

A1 T = TREE, CS = 1000, Int_rate = 20, α = 1 PS LCE, LCD

A2 T = CDN, CS = 1000, Int_rate = 20, α = 1 PS LCE, LCD

B1 T = TREE, PS = LCE, Int_rate = 20, α = 1 CS 1000, 2000, 4000, 5000, 10000

B2 T = CDN, PS = LCE, Int_rate = 20, α = 1 CS 1000, 2000, 4000, 5000, 10000

C1 T = TREE, PS = LCE, CS = 1000, α = 1 Int_rate 5, 20, 50, 100, 200, 300

C2 T = CDN, PS = LCE, CS = 1000, α = 1 Int_rate 5, 20, 50, 100, 200, 300

D1 T = TREE, PS = LCE, Int_rate = 20, CS = 1000 MZipf α 0.8, 0.9, 1.0, 1.1, 1.2

D2 T = CDN, PS = LCE, Int_rate = 20, CS = 1000 MZipf α 0.8, 0.9, 1.0, 1.1, 1.2

E1 T = TREE, PS = LCD, Int_rate = 20, α = 1 CS 1000, 2000, 4000, 5000, 10000

E2 T = CDN, PS = LCD, Int_rate = 20, α = 1 CS 1000, 2000, 4000, 5000, 10000

F1 T = TREE, PS = LCD, CS = 1000, α = 1 Int_rate 5, 20, 50, 100, 200, 300

F2 T = CDN, PS = LCD, CS = 1000, α = 1 Int_rate 5, 20, 50, 100, 200, 300

G1 T = TREE, PS = LCD, Int_rate = 20, CS = 1000 MZipf α 0.8, 0.9, 1.0, 1.1, 1.2

G2 T = CDN, PS = LCD, Int_rate = 20, CS = 1000 MZipf α 0.8, 0.9, 1.0, 1.1, 1.2
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5	 RESULTS AND DISCUSSION

This work considers the following performance measures: the average cache hit 
rate for all caches (C_Hit_Ratio), the average delay in delivering content (A_Delay), 
the mean upstream hop count (H_Count), the total producers’ load (Pr_Load), and the 
network traffic (Net_Traffic).

C_Hit_Ratio: It reflects the percentage of successfully satisfied interests across 
all routers in relation to the total number of received interests. It is determined 
as follows:

	 C Hit Ratio

hits

total interest
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k
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� �
�

�
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�

	 (1)

Where: N is the total number of routers, hitsk is the number of times a requested 
data in an interest packet is found in the cache of router k, and total_interestk is the 
total number of interest packets received by router k.

Delay: it indicates the average time it takes for a consumer to obtain the content 
after submitting a related interest, computed by:

	 A Delay
global average delay

number of consumers
_� =

� 	 (2)

H_Count: the average number of upstream hops from a consumer to a router that 
has successfully met its interests is calculated as:

	 H Count
global average hops count

number of consumers
_ = 	 (3)

Pr_Load: It reveals the whole quantity of unfulfilled interests along the route to 
all producers, accompanied by the corresponding data, as determined below:

	 Pr_Load = (interests received + data generated) by all producers	 (4)

Net_Traffic: This corresponds to the total number of interest and data packets 
received across all routers, defined as: 

	 Net_Traffic = (interests + data) received by all routers	 (5)

5.1	 Scenarios A1 and A2

Figure 9 depicts the network performance in terms of cache hit rate, consid-
ering the two simulation scenarios, A1 and A2. It illustrates that our proposed 
LPCE method consistently outperforms competing policies across both topologies 
and placement strategies, with a higher average cache hit ratio. Under the TREE 
topology and LCD placement strategy, LPCE surpasses LFU with a 4.03% higher hit 
ratio, topping 2Q by 3.46%, LFUda by 0.98%, WLFU by 0.46%, and the NPA replace-
ment algorithm by 0.36%.
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Fig. 9. Evaluation of the average cache hit ratio in scenarios A1 and A2

In the A2 scenario context, Figures 10 and 11 display the LPCE policy’s per-
formance compared to other policies. Across all the considered metrics, LPCE 
demonstrates superior performance. For instance, Figure 11A illustrates that LPCE 
generates minimal network traffic, resulting in the lowest producers’ load, as shown 
in Figure 11B. By employing the LCE placement strategy, LPCE decreases network 
traffic by 9.6×106 packets compared to the LFU policy and by 1.6×106 packets com-
pared to the NPA policy (see Figure 11A).

Fig. 10. Average content delivery delay and average hop count in scenarios A2

Fig. 11. Evaluation of the network traffic and the producers’ load in scenario A2
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5.2	 Scenarios B1 and B2

Figures 12 and 13 show how well LPCE performed compared to five other cach-
ing strategies as the cache size changed. LPCE consistently outperformed the others 
in both scenarios (B1 and B2). As an illustration, in scenario B2 and with a cache 
size of 10,000 contents (see Figure 13), LPCE performs better than LFU, achieving a 
hit ratio that is 1.72% higher. In addition, it surpasses 2Q by 5.12%, LFUda by 1.56%, 
NPA by 0.46%, and the WLFU approach by 0.26%. We notice that the cache hit ratio 
improves for all caching policies as the size of the CS increases. This is because a 
larger CS increases the chances of finding the requested content along the route 
before reaching the content producer.

Fig. 12. Cache hit ratio vs. Cache size in scenario B1

Fig. 13. Cache hit ratio vs. Cache size in scenario B2

https://online-journals.org/index.php/i-jim


	 132	 International Journal of Interactive Mobile Technologies (iJIM)	 iJIM | Vol. 18 No. 16 (2024)

Nassane et al.

Fig. 14. Producers’ load vs. Cache size in scenario B2

In the B2 scenario, Figure 14 shows how the total producers’ load changes for 
LPCE with different cache sizes compared to other policies. LPCE consistently shows 
the lowest load in all size variations. At a cache size of 1000 contents, LPCE reduces 
the load on producers by 1.09×106 packets compared to LFU, 6.6×105 packets com-
pared to WLFU, and 3.3×105 packets compared to the NPA policy.

5.3	 Scenarios C1 and C2

Figures 15 and 16 show how well LPCE performed compared to other methods in 
scenarios C1 and C2 as the consumer interest rates changed.

Fig. 15. Cache hit ratio vs. Interest rate in scenario C1
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Fig. 16. Cache hit ratio vs. Interest rate in scenario C2

In both scenarios, LPCE responds exceptionally well to the increasing interest rate, 
exceeding other policies in this aspect. In Figure 15, at a rate of 5 int/s, LPCE excels 
compared to LFU, displaying a 1.74% improvement in hit rate, surpassing WLFU by 
0.15% and the NPA algorithm by 0.27%. At a rate of 300 int/s, LPCE continues its lead 
over LFU, this time with a 2.0% higher hit rate, once again outperforming WLFU by 
1.03% and the NPA algorithm by 0.34%, thereby widening the gap in terms of cache 
hit rate. An stated differently, as the interest rate increases, the difference in cache hit 
rate between LPCE and other policies becomes more evident. We can also clearly see 
how higher interest rates make both the 2Q and LFUda policies less effective.

5.4	 Scenarios D1 and D2

In Table 3, we show how the cache hit rate changes for LPCE with different 
MZipf α values in scenarios D1 and D2. The results clearly demonstrate that LPCE 
performs significantly better than the other five techniques, regardless of the α value 
used in both scenarios. As a case in point, in the context of Scenario D1 with α = 1.2, 
LPCE surpasses LFU, exhibiting a 2.11% increase in hit ratio. It also outperforms 
2Q by 2.62%, LFUda by 1.00%, WLFU by 0.66%, and the NPA method by 0.50%. We 
observe that as the MZipf parameter α value increases, the cache hit ratio improves 
for all caching policies. This is because a smaller set of contents is requested more 
frequently with higher α values, resulting in the retrieval of requested contents from 
the nearest router rather than from the original producer.

Table 3. Cache hit ratio vs. MZipf α in scenarios D1 and D2
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5.5	 Scenarios E1 and E2

In Figures 17 and 18, we can see that LPCE outperformed only four strategies—
LFU, 2Q, LFUda, and NPA—as the cache sizes changed. In scenario E1, where the 
cache size is 10,000 contents (see Figure 17), LPCE excels, surpassing LFU with a 
4.35% increase in hit ratio. Furthermore, it exceeds 2Q by 4.47%, LFUda by 0.80%, 
and the NPA algorithm by 0.73%.

When compared to WLFU, LPCE outperforms it when the cache size is below 
5000 contents in both scenarios. For example, in scenario E2 with a cache size of 
1000 contents (see Figure 18), LPCE performs better than WLFU with a 0.26% higher 
hit ratio. Conversely, at a cache size of 10,000 contents, WLFU surpasses LPCE with a 
0.31% higher hit ratio. This rule applies exclusively when the interest rate is below 
50 int/s. Beyond this threshold, LPCE reclaims the lead and exceeds WLFU comfort-
ably, as will be illustrated later in Figures 22 and 23.

Fig. 17. Cache hit ratio vs. Cache size in scenario E1

Fig. 18. Cache hit ratio vs. Cache size in scenario E2
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Figure 19 illustrates the changes in network traffic with LPCE and different 
cache sizes in the E2 scenario, compared to other methods. Across different cache 
sizes, it’s evident from the results that LPCE exhibits minimal network traffic 
compared to only four strategies: LFU, 2Q, LFUda, and NPA. With a cache size of  
1000 contents, as an example, LPCE diminishes the network load by 18.10×106 
packets in comparison to LFU, 4.95×106 packets compared to LFUda, and 3.3×106 
packets compared to the NPA policy. In line with Figures 17 and 18, LPCE shows 
minimal network traffic when the cache size is less than 5000 contents, as com-
pared to WLFU. As mentioned earlier, this observation holds true only when the 
interest rate is below 50 int/s.

Fig. 19. Network traffic vs. Cache size in scenario E2

5.6	 Scenarios F1 and F2

In scenarios F1 and F2, with a cache size of 1000 contents (see Figures 20  
and 21), LPCE demonstrates notable responsiveness to the increasing interest rate, 
surpassing other policies in this regard. In Figure 20, for instance, at an interest 
rate of 200 int/s, LPCE shows a 3.91% higher hit ratio than LFU and surpasses 
LFUda by 3.55%. 

Remarkably, within the TREE topology, we notice that NPA performs comparably 
to LPCE when the interest rate exceeds 100 int/s. Nevertheless, when the topology 
size expands with an increase in both consumers and producers, as in the case of the 
CDN topology, LPCE regains its advantage and outperforms NPA effortlessly, what-
ever the interest rate, as shown in Figure 21.

In scenarios E1 and E2, we have mentioned that WLFU outperforms LFU only 
under the conditions of an interest rate below 50 int/s and a cache size exceeding 
5000. Above the 50 int/s threshold, LPCE takes the lead and comfortably surpasses 
WLFU, regardless of the cache size. Therefore, Figures 22 and 23, depicting scenarios 
F1 and F2 with a cache size of 10,000 contents, affirm this observation. Despite the 
cache size exceeding 5000 contents, LPCE manages to surpass WLFU once the inter-
est rate exceeds 50 int/s.
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Fig. 20. Cache hit ratio vs. Interest rate in scenario F1

Fig. 21. Cache hit ratio vs. Interest rate in scenario F2

Additionally, in the petite-sized TREE topology containing just one producer and 
eight consumers, we observe NPA converging towards LPCE as the interest rate 
reaches 300 int/s (see Figure 22), similar to the scenario depicted in Figure 20, where 
convergence begins at 100 int/s. However, in the large CDN topology with five pro-
ducers and thirty-two consumers, LPCE easily recovers its superiority, surpassing 
NPA in performance (see Figure 23).
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Fig. 22. Cache hit ratio vs. Interest rate in scenario F1 with CS = 10000

Fig. 23. Cache hit ratio vs. Interest rate in scenario F2 with CS = 10000

5.7	 Scenarios G1 and G2

Table 4 illustrates the variations in cache hit rates for LPCE and five other tech-
niques across different MZipf α values in scenarios G1 and G2. The findings consis-
tently show that LPCE achieves the highest cache hit rate, regardless of the α value 
used in both scenarios. As a demonstration, in scenario G1 with α = 1.2, LPCE exhib-
its a 5.75% higher hit ratio than LFU. In addition, it outperforms LFUda by 0.81%, 
NPA by 0.76%, and the WLFU policy by 0.74%.
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Table 4. Cache hit ratio vs. MZipf α in scenarios G1 and G2

6	 CONCLUSION AND FUTURE WORK

The efficiency of caching systems plays a crucial role in determining the perfor-
mance of NDN networks and has become a focal point of interest in the networking 
research community. This attention has led to the development and refinement of 
numerous caching policies for enhancing overall network performance. Key met-
rics used to evaluate caching performance include cache hit ratio, producer load, 
network traffic, and content delivery delay. The cache hit rate is the main metric 
used for assessing performance in NDN. A higher cache hit rate implies that more 
requests are satisfied from content stores, resulting in lower latency, reduced net-
work traffic, and less strain on original producers.

The performance of caching in NDN networks depends on two critical factors: 
the strategy used to place content and the policy governing content replacement. 
In this paper, we introduce the less popular content eviction (LPCE) policy, a 
novel cache replacement scheme designed to enhance the caching performance 
of the LFU replacement policy in NDN routers, thus improving the overall net-
work performance. Our replacement approach for Named Data Networking 
combines LFU and FIFO replacement policies and employs an additional LRU 
ghost list to preserve the popularity of several recently evicted contents over an 
extended period.

Using the ccnSim simulator, we evaluated our technique in comparison to the 
LFU, WLFU, NPA, LFUDA, and 2Q replacement policies. This assessment was based 
on several scenarios that involve variations in different simulation parameters such 
as placement strategy, content store size, consumer interest rate, and the number 
of consumers and producers. Simulation findings showed that the LPCE policy sur-
passed both the LFU policy and other alternatives in several network metrics, such 
as cache hit ratio, latency, upstream hop count, producers’ load, and network traffic.

Furthermore, under the LCE placement strategy, LPCE improves LFU performance, 
leading to an increase in cache hit ratio ranging from 1.32% to 2.11%. Similarly, via 
the LCD placement strategy, LPCE significantly boosts LFU performance, yielding an 
augmentation in cache hit ratio ranging from 1.67% to 5.75%. Therefore, the pro-
posed LPCE scheme effectively mitigates the impact of aging and establishes itself as 
a viable alternative to the traditional LFU method.

As future prospects, we aspire to test our method under a distribution pattern 
that generates content dynamically, in contrast to the MZipf model that follows a 
static distribution. In addition, we plan to conduct a comparison with ARC, LRFU, 
LIRS [32], and other advanced caching strategies [33] using real NDN topologies.
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