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PAPER

Deep Reinforcement Learning-Based Framework  
for Enhancing Cybersecurity

ABSTRACT
The detection of cyberattacks has been increasingly emphasized in recent years, focusing on 
both infrastructure and people. Conventional security measures such as intrusion detection, 
firewalls, and encryption are insufficient in protecting cyber systems against growing and 
changing threats. In order to address this problem, scholars have explored reinforcement 
learning (i.e., RL) as a potential solution for intricate cybersecurity decision-making difficul-
ties. Nevertheless, the use of RL faces several obstacles, including dynamic attack scenarios, 
insufficient training data, and the challenge of replicating real-world complexities. This study 
presents a novel framework that uses deep reinforcement learning (i.e., DRL) to simulate 
harmful cyberattacks and improve cybersecurity. This study presents an agent-based frame-
work that is capable of ongoing learning and adaptation in a dynamic network security envi-
ronment. The agent determines the optimal course of action by considering the current state 
of the network and the rewards it receives for its decisions. The CIC-IDS-2018 database, con-
structed using Python 3.7 programming, was used. The conducted studies yielded outstanding 
results, with a detection accuracy of 98.82% achieved for the CIC-IDS-2018 database in cyber-
attack classification.

KEYWORDS
Internet of Things (IoT), deep reinforcement learning (DRL), cybersecurity, network security, 
machine learning (ML)

1	 INTRODUCTION

A wide variety of industries have made extensive use of Internet of Things (IoT) 
technology, including but not limited to transportation, manufacturing, healthcare, 
education, government, water and power management, finance, and entertainment. 
The IoT has enabled previously unimaginable levels of functionality and user service 
thanks to the integration of numerous information and communication technology 
(ICT) tools. In the past ten years, there has been tremendous progress in ICT with 
regard to intelligence devices, network architecture, and system design. For instance, 
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advancements in cognitive radio networks and 5G cellular networks, software- 
defined networks (SDNs), cloud computing, and other related technologies have ele-
vated ICT. These advances increase vulnerability to cyberattacks, which are attempts 
by one or more computers to attack network infrastructures, computer information 
systems, or personal computer devices. Economic competitors or state-sponsored 
adversaries may launch electronic attacks [1]. To reduce the impact of these attacks, 
cybersecurity systems must be developed [2, 3]. Figure 1 illustrates a few of the 
services and features that the IoT provides [4].

Fig. 1. IoT applications and services

Both offensive and defensive strategies have been implemented in cyberspace 
using artificial intelligence (AI), with a particular emphasis on machine learning 
(ML). ML is applied by the attackers in order to compromise protection methods. 
When it comes to cyber-security, ML is utilized to establish a strong defense against 
security threats. This is done in order to prevent and minimize the effects of any 
damages or impacts that may occur [5]. One of the most common uses of ML is 
the detection of intrusions, malware, data privacy protection, and cyber-physical 
attacks [6, 7]. Unsupervised and supervised learning approaches have been utilized 
extensively in these applications. While supervised methods learn by examples based 
on the labels of the data, unsupervised approaches, in principle, investigate the pat-
terns and structure of the data without making use of the labels. Unfortunately, these 
methods cannot respond dynamically and sequentially to cyberattacks, especially 
new or emerging threats. Detection and defense generally occur after attacks, when 
traces can be collected and analyzed, hindering proactive security options. Statistics 
suggest that 65% of attacks were detected after causing significant cyber system 
damage [8, 9]. Figure 2 illustrates the diverse varieties of cybersecurity attacks. 
Consequently, it is imperative to establish efficient strategies for identifying these 
attacks prior to their inflicting substantial harm on the cyber system [10, 11].

Reinforcement learning (RL), a subfield of ML, closely resembles human learn-
ing as it acquires knowledge from its own experiences by actively exploring and 
exploiting unfamiliar environments [12]. RL can be used to create an independent 
agent that can make optimal sequential decisions, even without much prior knowl-
edge of the environment. This makes RL very adaptive and valuable in real-time 
and adversarial environments. By using function approximation and representation 
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learning, deep learning (DL) has been integrated into RL techniques, allowing them 
to effectively tackle a wide range of intricate issues [13, 14].

Fig. 2. Various types of cyberattacks

The integration of RL and DL makes them highly suitable for cybersecurity appli-
cations, as cyber threats are becoming more complex, quick, and widespread [15]. 
To clarify, ML is an essential element of AI, and Figure 3 illustrates the links between 
various subfields [16].

Fig. 3. Relationship between AI, ML, RL, unsupervised, supervised, and DL
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Estimating complex functions from high-dimensional inputs is the ultimate 
objective of deep reinforcement learning (DRL), which employs a neural network. 
By using DL, conventional RL methods are enhanced to capture the massive scale 
of numerous networked systems, including IoT devices and wireless networks [17]. 
For the purpose of this study, DRL is utilized to improve the security of the IoT 
by classifying and detecting different kinds of cyberattacks that IoT networks may 
be subjected to. These threats include data reconnaissance attacks, distributed 
denial of service attacks (DDOS), and distributed denial of service (DOS) attacks. 
Essentially, the main contributions of this study are to highlight the benefits of DRL 
and to suggest it as a viable substitute for traditional ML models. The paper is orga-
nized as follows: Related works are examined in Section 2. The dataset employed 
in the experiments is delineated in Section 3. RL, DL, and DRL are all introduced 
in Section 4. The proposed DRL model is comprehensively described in Section 5. 
Section 6 presents the simulation results and evaluation, while Section 7 offers 
conclusions.

2	 RELATED	WORK

The techniques and methods pertinent to the DRL method, particularly the 
method for detecting cyber-attacks from IoT traffic, are extensively discussed in 
this portion of the literature. Caminero et al. [18] investigated the use of various 
DRL algorithms for intrusion detection on the NSL-KDD and AWID datasets. These 
algorithms include DDQN, PG, and actor-critic framework. Alavizadeh et al. [19] 
suggested a methodology for detecting network intrusions that combines deep 
feed-forward neural network with RL. The model has the ability to independently 
acquire knowledge in a network setting and detect different instances of unautho-
rized access by employing an automated method of experimentation and learning 
from mistakes. The empirical findings in this study are derived from the NSL-KDD 
dataset. Randhawa et al. [20] propose a generative adversarial network (GAN) 
framework enhanced with DRL to explore the production of semantically consistent 
samples. A DRL agent is employed to confront the discriminator of the GAN, which 
serves as a detector for Botnets. The discriminator is taught using the deliberate 
perturbations generated by the agent during the GAN training process. The GAN 
generator is implemented to expedite convergence compared to cases where DRL is 
not utilized. Borchjes et al. [21], when it comes to software denied network cyber-
security, the authors contrast neural episodic control with double-deep Q-networks 
(DQNs). Both algorithms appear to be effective means of network defense, according 
to the data. Since the two methods are essentially interchangeable, the simplicity of 
DDQN makes it the better choice. Dutta et al. [22] employing DRL to defend against 
strategic multi-stage attacks. The DRL defense agent learns network and multi-stage 
attack patterns to compute context-aware defensive tactics while reducing sys-
tem effects. Effective management of power operations and automatic recognition 
of cyberattacks are the goals of the Dragon DRL approach, which was created by 
Landen et al. [23], which intends to improve the capabilities of attack detection and 
autonomous grid operation. For the purpose of DRAGON’s performance evaluation, 
the researchers simulated different assault scenarios using the IEEE 14-Bus power 
transmission system paradigm. Table 1 contains a list of publications that have been 
published in this field.

https://online-journals.org/index.php/i-jim
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Table 1. Relevant studies-communication networks

Reference Description Domain Method Year

Al-Rawi et al. [24] This study summarizes the use of RL-based routing algorithms in 
wireless distributed networks. We have identified the problems, 
benefits, and performance gains that RL has brought to several 
routing methods.

Routing – Wireless
Networks

Reinforcement  
Learning

2015

Althamary 
et al. [25]

Reviewing the applications of MARL, this allows decentralized 
and scalable decision making in shared contexts. The paper 
summarizes various challenges linked to vehicular networks.

MARL – Vehicular
Networks

Reinforcement  
Learning

2019

Cui et al. [26] This survey summarizes ML methods and their applications, 
focusing on supervised and unsupervised ML solutions for the 
Internet of Things (i.e., IoT).

IoT Machine  
Learning

2018

Luong et al. [27] This study surveys the existing research on DRL approaches, 
expansions, and applications for solving various communications 
and networking problems.

Networking and 
Communications

Deep Reinforcement  
Learning

2019

Nguyen et al. [28] There has been a review of the many technical obstacles to multi-
agent learning, along with their remedies and examples of their 
use to address practical issues through the use of DRL techniques.

Multi-agent
Systems – MAS

Deep Reinforcement  
Learning

2020

Lei et al. [6] This paper provides an overview of the AIoT systems, which are 
structured into three layers: the perception layer, the network 
layer, and the application layer. The categorization of DRL-AIoT 
applications and the incorporation of RL components for each tier 
have been summarized.

IoT – Autonomous Deep Reinforcement  
Learning

2020

Kumar et al. [29] This study reviewed ML-based WSN algorithms (including RL 
approaches) from 2014 to March 2018. The many WSN challenges 
and the benefits of using ML techniques have been discussed.

WSN Machine Learning  
and Reinforcement  
Learning

2019

Da Costa et al. [30] This article examines the methods of intrusion detection for 
IoT security and the ML techniques that are used to address 
these issues.

IoT – Security Machine Learning 2023

Wang et al. [31] Cognitive radio networks’ RL-based Dynamic Spectrum Access 
(i.e., DSA) algorithms have been categorized.

Networks for 
Cognitive Radio – DSA

Machine Learning 2022

Deep reinforcement learning has been extensively adopted across a variety of 
application domains as a result of the rapid advancements in software and distrib-
uted computing [27]. Table 2 provides a summary of the most common applications 
of DRL in cybersecurity attacks, as well as a selection of publications in each category.

Table 2. Most common applications of DRL in cybersecurity attacks

Reference Application Algorithms Action

Akazaki et al. [32] Reinforced CPS falsification A3C and Double DQN Select an input signal from a list of piecewise constants 
to use as the next input value.

Xiao et al. [33] Wireless network spoofing detection Dyna-Q and Q-learning The action set has a range of discrete authentication 
threshold values that can be chosen from within a 
given interval.

Gupta et al. [34] Improving autonomous system 
defenses against attackers

Trust Region Policy 
optimization – TRPO

Find the appropriate estimating rule to turn a 
corrupted state into an estimated state.

Ferdowsi et al. [35] Autonomous vehicle safety 
and security

Q-learning with LSTM Use appropriate velocities to ensure that there is a safe 
distance between AVs.

(Continued)
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Table 2. Most common applications of DRL in cybersecurity attacks (Continued)

Reference Application Algorithms Action

Han et al. [36] Communication technique that 
prevents jamming for CRN

CNN-using DQN Actions are taken by SUs to either select a frequency 
channel to transmit signals or to exit a geographical 
area where smart jammers are blocking transmissions.

Chatterjee et al. [37] Phishing detection with 
automated URLs

DQN For each URL, choose 0 for safe and 1 for malicious.

Wan et al. [38] Offloading mobile processes to the 
cloud for malware detection

DQN and Hot-booting
Q-learning

Find the best offloading rate for every mobile device.

Xiao et al. [39] Method for safe mobile 
crowd sensing

DQN For mobile users, choose the best payment method for 
the server.

3	 DATASET

There are several datasets that are accessible to the general public on the Internet, 
with a particular emphasis on IoT traffic. Table 3 is a presentation of the information 
regarding the three-label datasets that are the most widely used [40].

Table 3. Most common datasets

Dataset Description
Size (Record)

Year Attacks Availability
Training Testing

NSL_KDD Duplicated data in the standard KDD99 network 
traffic dataset can hurt the training model. 
Tavallaee et al. [41] created the NSL-KDD dataset to 
address this issue. The KDD dataset is more rational 
and improves model training performance by 
removing superfluous information and adjusting 
data quantity in the training and testing sets [42].

125973 22544 2009 DOS, probe, U2R, 
and R2L attacks

Publically  
available

AWID There are three attacks on IEEE 802.11 networks 
included in the Aegean Wi-Fi Intrusion Dataset 
(AWID), which also includes regular network 
traffic [43].

1795574 575642 2016 Data 
reconnaissance 
attacks, DDoS, and 
DOS attack

Publically  
available

CSE-CIC-IDS 2018 The University of New Brunswick initially 
developed this dataset for the purpose of 
evaluating DDoS data. This dataset was exclusively 
obtained from the year 2018 and will not receive 
any further updates. The dataset was derived from 
the server logs of the university [44].

6311436 1577859 2018 DDoS, web, DoS, 
brute force, 
botnet, and 
Heartbleed attacks

Publically  
available

To assess the effectiveness of DRL, we employed the CSE-CIC-IDS-2018 dataset in 
this study to classify two label values; normal and anomalous. These labels are used 
to identify various types of cyber threats that IoT networks may encounter.

4	 REINFORCEMENT	LEARNING

Deep learning, reinforcement learning, and DRL are all introduced in this section. 
We will delve into the fundamental concepts, techniques, and applications of each 
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field, thereby establishing a strong foundation for comprehending these sophisti-
cated branches of artificial intelligence.

4.1	 Reinforcement	learning

Reinforcement learning involves a learner or agent embedded in an environ-
ment that must improve its actions in response to each state or environmental sit-
uation as shown in Figure 4. Critically, unlike supervised learning, the agent does 
not receive clear feedback on right actions. Instead, every action produces a signal 
indicating the presence or absence of a reward, and the problem in RL is to contin-
uously adjust behavior in order to maximize the accumulated reward over time. 
Since the agent is not explicitly instructed on what actions to take, it must engage 
in exploration and gather information about the results of different acts. Through 
this process, it gradually develops a behavioral policy that maximizes rewards [45]. 
A learning algorithm or the design of the learning system is not the defining factors 
in RL; rather, it is the learning problem that matters. Truly, numerous designs and 
algorithms have been created, covering a broad spectrum of assumptions about the 
quantities that are represented, how they are updated based on experience, and 
decision-making processes [38].

An essential aspect of solving any RL problem is determining the optimal method 
of representing the state of the environment. In the initial stages of research on RL, 
the focus was on uncomplicated environments with a limited number of potential 
states. The agents involved were basic and learned about each state individually, 
using what is known as a tabular state representation. This type of representation 
is inherently limited in its ability to support generalization, which is the capacity 
to apply knowledge gained about one state to other similar states. This limitation 
becomes more pronounced as environments grow larger and more intricate, and 
individual states are less likely to repeat [46].

Fig. 4. Reinforcement learning

4.2	 Deep	learning

Deep neural networks are complex computational systems consisting of units 
that resemble neurons, which are interconnected through contacts that resemble 
synapses, as shown in Figure 5. Each unit sends a scalar value, similar to a spike rate 
that is calculated by adding up its inputs. The inputs are the activities of “upstream” 
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units multiplied by the strength of the transmitting synapse or link. Significantly, the 
activity of a unit is not directly proportional to its inputs, which means that networks 
with multiple layers of units placed between the input and output sides of the system 
(known as “deep” neural networks) can approximate any function that maps activa-
tion inputs to activation outputs. Moreover, in neural networks with loops, such as 
“recurrent” neural networks, the network’s activations can retain knowledge about 
previous events, enabling the network to perform computations based on sequences 
of inputs [47].

Fig. 5. Deep learning

“Deep Learning” is the process of fitting a desired input-output mapping into a 
deep neural network by modifying its connection weights. With its use of the chain 
rule from calculus, backpropagation determines how to modify weights throughout 
a network and is thus the most efficient and popular algorithm for handling this 
problem [48].

4.3	 Deep	reinforcement	learning

Deep reinforcement learning utilizes the expressive capabilities of DL to address 
the challenge of RL. A DRL system is characterized as a system that effectively solves 
a RL problem by utilizing representations that are acquired through training a deep 
neural network, rather than being predetermined by the creator [23]. DRL systems 
commonly employ a deep neural network to calculate a non-linear transformation 
from perceptual inputs to action values or action probabilities. These systems also 
utilize RL signals to update the weights in the network, often through backpropaga-
tion. This updating process aims to improve the accuracy of reward estimates or to 
increase the occurrence of highly rewarded actions, as depicted in Figure 6 [6].

An early example of successful DRL may be seen in the 1990s with the development 
of TD-Gammon. This system, which utilized neural networks and RL, was able to 
learn how to play backgammon at a competitive level against skilled human players. 
TD-Gammon employed a temporal difference RL method that calculated a state-value 
estimate for each encountered board position, indicating the system’s likelihood of 
winning. The algorithm subsequently calculated a reward-prediction error (RPE), 
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which serves as an indicator of positive surprise or disappointment based on the 
following events. The RPE was utilized as an error signal in the backpropagation 
process, which adjusted the weights of the network to produce more precise state-
value predictions. Choose actions to maximize state value for the following board 
state. For several training games, TD-Gammon used self-play, where the algorithm 
played against itself until one side won [7, 46, 49, 50].

Fig. 6. Deep reinforcement learning

In this study, DRL is utilized to enhance security by classifying and identifying 
cyber threats on IoT networks, taking advantage of its previously described benefits. 
These threats include data reconnaissance attacks, DDoS attacks, and DoS attacks. 
This study highlights the advantages of DRL and suggests it as a feasible substitute 
for ML models. Figure 7 illustrates the applications of DRL for network security 
and IoT [27].

Fig. 7. Applications of deep reinforcement learning for network security and IoT

5	 PROPOSED	DEEP	REINFORCEMENT	LEARNING	MODELS

A novel cyber defense framework is proposed in this paper to reduce the effects 
of cybersecurity attacks through the use of cyberattacks. In Figure 8, we present a 
block diagram of the architecture of our proposed framework.

https://online-journals.org/index.php/i-jim
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Fig. 8. Proposed framework

A custom OpenAI gym [51] simulation environment that we developed is the 
fundamental component of our framework. In this environment, a DRL defense 
agent executes a defense action at each time-sequence and observes the attack posi-
tion and reward as feedback. An attack path is considered in each episode, which 
consists of multiple time sequences. The adversary and defense models within the 
proposed framework are comprehensively described in the subsequent subsections.

5.1	 Adversary	model

The adversary’s objective is to progressively transition from the reconnaissance 
tactic to the impact tactic. If one of their techniques is executed effectively, the 
adversary employs a logic-based model to accomplish the objective of a particular 
tactic. From the reconnaissance point to the impact position, the attacker has a lot of 
options depending on their attack method. Based on what we know about the effects 
of past attacks and the current state of the network and system, we presume that an 
adversary can adjust their tactics. Consequently, they can find the deployed counter-
measures and avoid or defeat any static defense scheme. The effective execution of 
an attack relies on the adversary taking use of one or more vulnerabilities that have 
not yet been patched. These vulnerabilities may be unknown or blocked from being 
patched due to concerns regarding usability, safety, or stability.

https://online-journals.org/index.php/i-jim
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5.2	 Defense	model

The primary goal of the defender (DRL agent) is to proactively obstruct the adver-
sary from reaching the Impact tactic phase, while simultaneously minimizing the 
loss resulting from the interruption of benign operations. The agent must predict 
the next attack action and infer the current attack position in order to determine the 
optimal defense. Nevertheless, the defender is unable to develop an a priori system 
dynamics model due to the absence of domain-specific information regarding sys-
tem complexities and adversarial behavior, as illustrated in Table 4.

Table 4. Restrictions of dynamic modeling-uncertainties

Uncertain Description

Next Attack  
Procedure

Lack of domain data prevents the defensive agent from knowing the next attack 
method or its possibility.

Next Attack  
Technique

There are two reasons why the defense agent fails to predict the next attack method. 
To begin with, the defense agent is in the dark about the attack’s structure because 
it calls for difficult-to-obtain, real-world attack sequences, domain-specific. Secondly, 
the tactic (attack sequence) used by an adversary could change at any time.

Incomplete 
Observations

The effectiveness of deployed alert mechanisms in determining the current position 
of the adversary may be hindered by two factors: (1) the restricted ability to observe 
processes, and (2) the uncertainty in mapping observations to specific attack strategies.

5.3	 State

The state St at any discrete time step in DRL is a critical input for decision-making 
algorithms, as it encapsulates the complete configuration of the environment. 
Formally, the state St∈S evolves according to the dynamics Markovian particles 
(i.e., DMP) described by the probability distribution P(St + 1|St, at) where at∈A is the 
action taken by the agent at time t. The agent’s objective is to derive an optimal policy 

π*: S → A that maximizes the expected discounted return γ
∞

=

 
 + +
 
 
∑

0

1| ,k
t t t

k

r k S aE .  

Thus, the state optimizes the agent’s performance in the long run by guiding its 
learning process dynamically.

5.4	 Action

The actions at∈A that the agent selects at discrete time step t are a critical 
component of the decision-making process in DRL. These actions directly influence 
the subsequent state St + 1 in accordance with the stochastic transition dynamics 
P(St + 1|St, at). The agent’s strategy, formalized as a policy π(at|st) intended to opti-
mize the anticipated cumulative reward. Consequently, the action at is a critical deci-
sion variable that guides the agent through the state space in order to maximize the 
returns of the long term.

5.5	 Reward	function

In DRL, the reward function measures the immediate and long-term rewards 
that an agent obtains for its actions in specific states. This function guides the agent 
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to improve its behavior over time based on a policy. As a reward function for the 
defense agent, we take into consideration:

 γ
∞

=

 
= + + 

  
∑

0

1| ,k
t t t t

k

R r k S aE  (1)

where, the variable rt + k + 1 represents the reward that is obtained at the time 
step t + k + 1, St, at indicates the expected value given the present state St and action 
at, and the discount factor γ, sometimes known as gamma, is a variable between 
0 and 1 that defines the current value of rewards that will be received in the future.

6	 SIMULATION	AND	EVALUATION

In this section, we conduct simulations to evaluate the effectiveness of our 
framework and existing works.

6.1	 Simulation	setup

For this study, we utilized the CSE-CIC-IDS-2018 dataset to evaluate the proposed 
framework’s performance in classifying instances into two label values: normal and 
anomalous. These labels are utilized to categorize different kind of cyberattacks 
that IoT networks may encounter (DDoS). In addition, we provide the following 
performance metrics to evaluate the predictive capabilities of the various models: 
accuracy, F1 score, recall, and precision. The definitions of these performance mea-
sures are derived from well-recognized standards. The equations for each metric are 
presented in Table 5 [52–56].

Table 5. Metrics evaluation – equations

Metric Equation

F1 score
�

�
2*�

*Precision Recall

Recall Precision

(2)

Accuracy
�

�
� � �
TN TP

TN TP FN FP

(3)

Precision
�

�
�

� *
TN TP

TP FP
100

(4)

Recall
�

�
� *

TP

TP FN
100

(5)

The proposed DRL algorithm was implemented using the RLlib library in 
Python 3.7 for experiment design. In our simulations, we employed an HP laptop 
that was equipped with an Intel(R) Core 2.40 GHz Intel Core i5-1135G7 processor, 
8GB of RAM, and three 4GB NVIDIA GM200 graphics cards.

6.2	 Simulation	results

An adaptive decoy placement strategy is generated by our system using a DRL 
algorithm, as indicated earlier. In Figure 9, we can see the DRL agent’s training 
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performance plotted. The simulation results indicate that the framework is scalable 
and performs successfully in terms of convergence time.

Fig. 9. Training process

The proposed framework results were examined when it was applied to the CSE-
CIC-IDS-2018 dataset. The data was divided into two sets: a testing set, which accounted 
for 20% of the dataset, and a training set, which accounted for 80% of the dataset. 
Stratifying the dataset was an option to guarantee uniform percentages across all 
classes. Table 6 calculates and lists the evaluation metrics of the proposed framework. 
Subsequently, the outcome is depicted in the column chart, as illustrated in Figure 10.

Table 6. Results of the evaluation metrics-proposed framework

Metric
Categories – Attacks

DDoS Benign

Accuracy 98.07 98.82

F1-score 92.58 98.92

Precision 86.64 98.35

Recall 99.62 98.27

Fig. 10. Evaluation metrics-column chart

https://online-journals.org/index.php/i-jim


iJIM | Vol. 19 No. 3 (2025) International Journal of Interactive Mobile Technologies (iJIM) 183

Deep Reinforcement Learning-Based Framework  for Enhancing Cybersecurity

The findings indicate the accuracy of predicting attacks for the two categories in 
the confusion matrix, as shown in Figure 11.

Fig. 11. The confusion matrix in the proposed framework—CSE-CIC-IDS2018

Our proposed framework facilitates the automated identification and protection 
against cyberattacks, resulting in enhanced effectiveness in detecting and defending 
against IoT cyberattacks. The suggested framework exhibits a high level of recall, 
specifically 99.62% for DDoS and 98.27% for benign. The results indicate a signifi-
cant level of accuracy, with a precision of 86.64% for DDoS and 98.35% for benign. 
The results indicate a substantial F1-score of 92.58% for DDoS and 98.92% for 
benign, as well as a high accuracy of 98.07% for DDoS and 98.82% for benign. Table 7  
provides a clear comparison between the proposed model and a selection of exist-
ing methods (i.e., state-of-the-art), also known as the state of the art. Subsequently, 
the outcome is depicted in the column chart, as illustrated in Figure 12.

Table 7. Comparative analysis with previous studies—proposed framework

Reference Method Datasets Accuracy – (%) F1-Score – (%) Precision – (%) Recall – (%)

Lopez-Martin et al. [58] DDQN NSL-KDD 89.78 91.20 89.44 93.03

AWID 95.70 93.94 92.35 95.70

Otoum et al. [59] SDPN NSL-KDD 96.02 97.14 95.38 96.91

Alavizadeh et al. [19] DQL NSL-KDD 78.07 81.41 77.84 76.76

Tuan et al. [60] Unsupervised Learning UNBS-NB 15 97.08 – – 91.88

Dong et al. [61] DDQN NSL-KDD 73.43 69.02 66.61 –

AWID 96.47 96.73 97.40 –

Alaghbari et al. [62] AE-CNN N-BaIoT 97.00 94.00 94.00 93.00

Ren et al. [63] DDQN CIC_IDS 94.11 92.51 – –

Proposed Framework DRL CIC-IDS 98.07 92.58 86.64 99.62
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Fig. 12. State of the art – comparative analysis

Accuracy is the primary metric employed in algorithm comparisons for cyber-
security applications to assess an algorithm’s ability to identify and protect against 
attacks in real-world scenarios [64–68]. For the reasons delineated in Table 7, 
the proposed method demonstrates superior accuracy in comparison to specific 
existing methods. This suggests that it is a practical alternative for the detection and 
defense of cyberattacks.

7	 CONCLUSION

The proposed framework interacts with the network using RL. DRL agents auton-
omously gather and analyze network data to detect malicious payloads. Additionally, 
the proposed DRL model, along with other RL models, reduces prediction times, mak-
ing them ideal for online detection and current network applications. To improve 
learning, we investigate DRL agent parameters such as the number of learning 
episodes, discount factor, and batch size to find the best fine-tuning strategies for 
network cyberattack detection. The suggested DRL framework can autonomously 
categorize different network threats with great accuracy, proving its learning capa-
bility. Future work (our next effort), includes cloud implementation of our proposed 
solution. This deployment will improve the DRL agent’s self-learning and real-time 
threat classification. The constraint of this study is real-world cybersecurity scenar-
ios encompass extensive networks, endpoints, devices, and attacks. Rapidly identify-
ing optimal policies poses challenges for DRL agents because of their intricate action 
space. The cybersecurity landscape is dynamic, complicating the learning process, 
and CIC-IDS-2018, such as with most databases, fails to encompass all cyberattacks. 
Numerous notable attack strategies, including DoS, DDoS, brute force, botnets, and 
web-based methods. To facilitate the identification of optimal policies in future 
endeavors, streamline the action space of DRL agents.
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