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PAPER

AI-Based Hate Speech Detection in Albanian 
Social Media: New Dataset and Mobile Web 
Application Integration

ABSTRACT
This paper aims to advance AI-based hate speech (HS) detection in the Albanian language, 
which is resource-limited in natural language processing (NLP). Addressing the challenge of 
limited data, we developed a human-annotated dataset of over 11,000 comments, carefully 
curated from various Albanian social media platforms, containing a substantial number of HS 
instances. The dataset was annotated using a detailed two-layer taxonomy to capture the com-
plex dimensions of HS. To ensure high-quality annotations, three expert annotators applied a 
majority voting system, achieving a substantial Fleiss’s kappa coefficient of 0.62, underscoring 
the reliability and consistency of the annotations. We conducted a comparative analysis of 
several machine learning (ML) algorithms, including support vector machine (SVM), Naïve 
Bayes (NB), XGBoost, and random forest (RF), paired with various text vectorisation techniques 
and pre-processing methods. In binary classification, the NB model with term frequency- 
inverse document frequency (TF-IDF) vectorization achieved the highest performance, with 
an F1 score of 0.80. For multiclass classification, XGBoost outperformed other models, achiev-
ing an F1 score of 0.77. Interestingly, our experiments revealed that pre-processing steps 
generally reduced model performance, suggesting that raw text inputs work better for the 
Albanian language. Through error analysis using local interpretable model-agnostic expla-
nations (LIME), we identified key challenges, such as polysemy and irony, which contributed 
to misclassifications. To demonstrate the practical applicability of our work, we developed a 
user-friendly mobile web application based on the best-performing model, providing real-
time HS detection with the potential for integration into social media platforms.
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1	 INTRODUCTION

Over the last decade, the advancements in information technology have 
completely changed the way people interact. Online platforms that enable commu-
nication have largely replaced old-fashioned methods like in-person meetings and 
letters [1]–[3]. The rise of social media, messaging apps, and video conferencing capa-
bilities has made it easier for people to collaborate remotely and share ideas [4], [5].  
Social media, mostly accessed through smartphones, has shown to cause great addic-
tion among youngsters and students [6]. Additionally, improvements in natural lan-
guage processing (NLP) and machine learning (ML) have made it possible for people 
and machines to communicate more easily [7].

The technologically advanced era in which we currently live is not without its 
challenges. Unfortunately, the emergence of media platforms has made it easier for 
those with malicious motives to spread harming content, such as hate speech (HS) 
and disinformation, which is bad for both society and the individual [8]. Considering 
the amount of data generated on these platforms, most content shared there is nei-
ther reviewed nor controlled. As people increasingly communicate through these 
channels, phenomena like hate, offensive, and violent content are continuously on 
the rise [9]. This not only causes social discomfort but also erodes public trust in dig-
ital platforms, exacerbating the problem [10].

As a result of these problems, the need for automated systems that can identify 
hazardous content and stop its dissemination is increasing. NLP tools, enhanced by 
ML algorithms, have become essential to this effort. On the other hand, most of the 
techniques for detecting and reducing this kind of speech are only applicable to 
languages that have access to extensive hardware resources and massive annotated 
datasets [11]. Developing trustworthy solutions for low-resource languages is par-
ticularly difficult because of the obvious gap between high-resource languages and 
their technologically advanced counterparts [12].

This study aims to address these disparities by focusing on the identification of 
HS in a language with limited resources, specifically the Albanian language, with 
the goal of ensuring safety and inclusion on digital platforms. Closing this gap is 
crucial not only for equitable access to technology but also for promoting linguistic 
diversity. Research into techniques like transfer learning and multilingual training 
models may enhance the efficacy of NLP systems across various languages, leading 
to more widespread and inclusive digital engagement.

The main contributions of our study include:

–	 Developing a novel human-annotated HS dataset for the Albanian language 
through data collection and rigorous annotation processes.

–	 Implementing and evaluating various ML algorithms in different setups to detect 
and categorise hateful comments, considering the nuances of the language.

–	 Deploying the best-performing ML model as a web or standalone application, 
including a user-friendly mobile web interface and potential integration with 
social media platforms for real-time HS detection.

The research paper begins by analysing current developments in available data-
sets, both multilingual and within the Albanian context. The methodology of data 
scraping, and the annotation process are described in detail. ML algorithms are 
then implemented, and their results are discussed, including error analyses per-
formed using explainable AI. Additionally, the development and deployment of a 
web application utilising the best-performing algorithm are highlighted, showcasing 
the practical application and scalability of the model. The outcomes of this study 
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open possibilities for further advancement in automated HS detection, specifically 
for the Albanian language. This could potentially lead to the development of more 
advanced and culturally sensitive technologies that better understand and mitigate 
harmful online behaviour.

2	 RELATED WORK

Hate speech detection is a complex task that is heavily influenced by the quality 
of the dataset used. A high-quality dataset is crucial because it directly affects the 
performance and reliability of the detection models. Authors in the review [13] show 
that dataset quality, linguistic characteristics, and training properties of HS detection 
algorithms all affect the accuracy of such models. Therefore, datasets with balanced 
and representative samples enable models to learn effectively and generalise well to 
unseen data. There are many datasets for different languages, like English [14–16],  
German [17], Spanish [18], Italian [19], French [20], Dutch [21], Indonesian [22], 
Croatian [23], etc.

However, in the Albanian language, as shown in Table 1, existing datasets are 
limited in size and are unbalanced in terms of hate and non-hate instances. The Shaj 
Dataset [24] is one of the publicly available datasets in Albanian. This dataset pro-
vides unbalanced offensive instances, which can limit its effectiveness for training 
robust models. It adheres to the OffensEval [25] taxonomy for annotating comments. 
The authors of the dataset [26] discuss the initial efforts in automatic HS detection 
and classifiers for the Albanian language using binary classification based on the sup-
port vector machine (SVM) algorithm. Although the results appear promising, more 
extensive work is required to achieve comparative results, including expanding the 
HS corpus in size and further processing. They suggest that other ML models should 
be utilised and evaluated in future work. Another dataset for the Albanian language 
is mentioned in [27]. However, this dataset is based only on per-token (word) anal-
ysis and was aimed at developing a mobile system. The authors in [28] introduce a 
dataset for identifying abusive language, derived from scraped user comments on 
Kosovo social media channels on Facebook and YouTube. This dataset employs a 
three-layer OLID [25] annotation scheme, resulting in a total of 3,000 comments.

The human-annotated dataset we introduce aims to extend and enhance the qual-
ity of the final dataset, addressing the limitations of existing Albanian datasets. We 
achieve this by employing manual annotation conducted by multiple expert anno-
tators to ensure high-quality and reliable labels. Additionally, we collect whole posts 
and focus on gathering as many hate comments as possible by selecting provocative 
posts that are likely to elicit HS. This approach not only increases the size of the 
dataset but also ensures a more balanced and representative sample of hate and 
non-hate instances, thereby improving the model’s ability to detect HS effectively.

Table 1. Datasets available for the Albanian language

Source Platform Dataset Origin Language # Size # Classes

[24] arXiv Shaj Instagram 
and Facebook

Albanian 10306 (normal)
1568 (offensive)

Hierarchy

[26] GS Zenuni et al. Facebook Albanian 4,886 total Binary

[27] IEEE Raufi et al. Social Media Albanian 10,267 words Binary

[28] ACL Ajvazi et al. Facebook, YouTube, 
and Instagram

Albanian 2482 (normal)
518 (offensive)

Hierarchical
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Machine learning methods are mostly employed for automatic HS detection. 
Authors in [29] developed a system using Naïve Bayes (NB) and SVM classifiers, 
programmed in Java and employing the Weka tools, with data from the UCI ML 
repository. When SVM classifiers were fine-tuned, they performed better than NB 
in identifying offensive content from non-offensive content. Meanwhile, authors in 
[30] show that random forest (RF) outperforms AdaBoost and neural network in the 
evaluation of three models on a HS detection dataset. In terms of predicted accuracy 
and dependability, RF outperformed both AdaBoost and neural network, achieving 
classification results with an F1 score of 71.3%. On the other hand, authors in [31] 
show that a model combining GloVe embeddings with a GRU network achieved the 
highest overall performance with a macro F1 score of 0.7680. In the multi-class clas-
sification problem, generally lower performance was observed across all models, 
with XGBoost leading at a macro F1 of 0.5871.

Deep learning approaches have been increasingly utilised in HS detection since 
they can automatically identify complicated patterns and representations from 
data. For example, the authors in [32] examined the use of deep neural network 
architectures and found that these methods performed significantly better than 
traditional techniques. The main advantages of deep learning approaches include 
their capacity to handle large datasets, capture intricate linguistic features, and 
improve the detection of context-dependent and subtle instances of HS, leading to 
more accurate and reliable models. In research [33], BERT in combination with CNN 
resulted in a high F1 score of 0.92, showing that these combinations are successful. 
In another study [34] for the Vietnamese language, Bi-LSTM compared to SVM, LR, 
and GRU showed the best performance with an F1 score of 71.43. The advantages of 
deep learning approaches include their ability to automatically learn complex pat-
terns and representations from data, which can improve the detection of nuanced 
hate speech.

3	 MATERIALS AND METHODS

3.1	 Methodology

In this section we discuss the materials and procedures used throughout our 
research. Figure 1. shows the comprehensive workflow of our corpus design and 
experimental evaluation. While automatically scraping data from social media, we 
merge and clean the data. A two-layer system labels the data appropriately, and 
majority voting refines it, resulting in the final dataset. The final dataset has been 
curated and anonymised. We use many data preparation methods for analysis. Next, 
we structure the dataset for ML algorithms to categorise in different experimen-
tal setups. The final phase is a thorough model assessment to guarantee optimal 
performance.
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Fig. 1. Workflow of the data annotation and experiments

3.2	 Data collection

The main source of the data gathered was the Facebook social network, as it is 
one of the most widely used social media sites in Albanian, with approximately 85% 
of the total population registered on it [35]. Also, it shows that in Kosovo, it is used 
almost by people of all ages [36].

The main tool to automatically scrape comments from Facebook was provided 
by the exportcomments.com tool. The procurement of data began with the identifi-
cation of provocative and controversial posts in order to find as many HS comments 
as possible. During the crawling phase, in total, we identified and crawled around 
84 posts. We chose the posts that had the highest number of comments. Currently, 
11,343 comments were selected for annotation in order to align with the objective of 
the paper, which is to extract as many comments as possible from single posts. Due 
to the sensitive nature of the data and GDPR regulations, some personal information 
has been anonymized. The annotated dataset can be shared with researchers upon 
request, provided they follow data protection guidelines.

3.3	 Annotation process

The quality and reliability of robust HS models are heavily dependent on the 
quality of the training data. For this reason, the annotation process of the proposed 
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dataset went through a rigorous continual process. Due to this, three highly quali-
fied individuals were used for the annotation of the dataset in its labels. The three 
annotators are demographically from the region of Kosovo, fluent Albanian speak-
ers, and highly educated with a background in computer science focused on natural 
language processing.

The categories that are used for labelling the comments follow a two-layer tax-
onomy. The foundation layer of our taxonomy presents a binary labelling process 
in which comments are initially passed to determine the presence or absence of HS 
elements. This binary classification is critical as it lays the groundwork for AI models 
in the future. Upon this process, nonetheless, it is then subjected to a more granular 
second-layer classicization. This layer elaborates on specific categories or nuances of 
HS in order for future work to extend the research.

The second layer consists of:

•	 General HS
•	 Religious HS
•	 Political HS
•	 Ethnicity HS

The classification has been meticulously developed to include all aspects of 
HS present in the cultural and social context. A sample of our dataset is shown in  
Figure 2.

Nonetheless, the annotators have been trained, and guidelines have been pro-
vided. Initially, the annotators have been guided to first annotate the first layer to 
determine if the comment contains HS or not, resulting in binary classification. After 
identifying the presence of HS, the annotators have been extending to the classes 
mentioned above. 

In this study, we likewise use the term HS as an umbrella term for the different 
and numerous kinds of insulting user-created content, as mentioned by [37].

Fig. 2. Annotated dataset sample

3.4	 Quality assurance

The quality and integrity of our dataset were maintained through a quality con-
trol process. The manual annotation process has been closely monitored, according 
to the given guidelines. For this purpose, quality control has been controlled by two 
aspects: the consensus of the labels achieved and the representation of the data.

Majority voting has been used to determine the final labels for the dataset, ensur-
ing that the dataset is reliable. The Fleiss’s Kappa coefficient is used to evaluate the 
reliability of the agreement among the annotators Fleiss’s.

Table 2 displays the scoring convention utilized for the measurement of 
Fleiss’ Kappa.
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Table 2. Scoring convention of the Fleiss’ Kappa results

< 0 Poor Agreement 

0.01–0.20 Slight agreement

0.21–0.40 Fair agreement

0.41–0.60 Moderate agreement

0.61–0.80 Substantial agreement

0.81–1.00 Almost perfect agreement

< 0 Poor agreement 

3.5	 Experimental setup and evaluation

Machine learning algorithms. The algorithms that we will utilise includes 
SVM, NB, LR, and XGBoost. All experiments are conducted in a Python environment 
using well-known libraries such as sklearn [38], which include the above-mentioned 
algorithms and the text vectorizers.

–	 Support vector machine is a supervised ML technique used for classification 
and regression tasks. It works by identifying the hyperplane in the feature space 
that best divides the classes. The use of kernels in SVM allows the method to 
handle non-linear borders between classes, which makes it especially useful in 
high-dimensional environments.

–	 The NB classifier, on the other hand, is part of a family of probabilistic algorithms 
based on applying Bayes’ theorem. Despite their simplicity, NB classifiers fre-
quently exhibit good performance and are very scalable.

–	 LR is also a statistical method for predicting binary classes. The likelihood of a 
binary answer dependent on one or more predictor factors is modelled using an 
effective yet straightforward algorithm.

–	 XGBoost, an acronym for Extreme Gradient Boosting, is an efficient gradi-
ent-boosted decision tree implementation. Due to its success in several ML 
contests, this extremely complex algorithm has gained popularity. In terms of 
predictive power, XGBoost outperforms several other algorithms and offers a 
scalable and precise answer to a wide range of data science issues.

To ensure fairness and consistency, we used the default parameters for each 
classifier.

Pre-processing techniques. Before training the models, the dataset underwent 
a series of pre-processing techniques, which are essential for optimising the perfor-
mance of the model. The pre-processing techniques used are:

•	 Removing stop words: A manually curated list of Albanian stop words is created 
by us and is removed in order to implement the experiments and enhance the 
overall accuracy of the models.

•	 Lowercasing: Converting all the text to lowercase
•	 Removing punctuation and special characters
•	 Removing numbers
•	 Converting emojis into standard words so that the model can understand the 

sentiment and nuances of the language
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Text vectorisation. Text vectorisation algorithms are being implemented so text 
can be converted to numerical form in order for ML algorithms to understand it. 
The techniques we use are:

–	 Term frequency-inverse document frequency (TF-IDF) determines a word’s 
importance within a document that is a part of a larger collection, or corpus. 
The more frequently a term appears in a given document, the more significant 
it is. This technique works well for separating common terms from those that 
are essential to understanding the context of texts. The computational formula of 
TF-IDF, in which “t” represents the terms, “d” refers to each individual document, 
and “D” stands for the entire collection of documents, is:

	 tfidf (t, d, D) = tf (t, d) × idf (t, D)	

–	 Count vectorisation transforms text into a vector format, also known as a bag of 
words model. This paradigm ignores word order and grammar in favour of see-
ing a text as a collection of its constituent words. Text analysis is performed using 
ML models using the vectorised data that is produced. This method focuses just 
on the frequency with which a word occurs in the text.

Evaluation. To find the best-performing model, we review several key evalua-
tion metrics that are crucial for assessing the performance of ML models. We use 
K-fold cross-validation to evaluate the classification models. It generates and tests 
numerous models on different dataset subsets, providing more accurate and less 
biased results in HS detection [31–33]. In our case of performance evaluation, we 
use 5-fold cross-validation. The various metrics we use to report in our experiments 
include accuracy, precision, recall, and the F1-score.

	 Accuracy
Numberof Correct Predictions

Total Numberof P
=
( � � � )

( � � � rredictions)
	

	 Precision
TruePositives

TruePositives False Positive
�

�
( � )

( � � � � ss)
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TruePositives

TruePositives FalseNegatives
�

�
( � )

( � � � � )
	

	 F Score
Precision Recall

Precision Recall
1 2� �*

( �*� )

( � � )
�

�
	

Local interpretable model-agnostic explanations approach for error 
analysis. Machine learning models are particularly useful for automating HS detec-
tion content on social media. However, such models, when compiled, do not give 
much of an explanation, which can be a barrier for researchers and the experi-
ments. In the research [39], it is shown that using explainable AI approaches such as 
LIME can be very useful, especially in HS detection.

Local interpretable model-agnostic explanations (LIME) is a technique used in 
explainable AI to show the predictions of ML models treating them as a black-box 
function [40]. It displays interpretable models to illustrate the process of making the 
predictions. Nevertheless, it is also model agnostic, showing that it can work with 
any model. It is being used in different AI systems to improve trust and show results 
that can be enhanced further.
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Mobile web application. To facilitate the practical application of our model, 
we have also developed a simple mobile web application using the Python 
programming language as the backend, and HTML-CSS for the front end. We use 
the Flask web framework to handle the text input processing. For the prediction 
model, we use the best performing ML model based on our experiments. Using 
this setup, we effectively and efficiently do real-time text classification, inte-
grating ML into a web application to aid users in detecting and understanding 
hate speech.

4	 RESULTS

4.1	 Dataset

This study introduces a novel dataset annotated for HS detection in the Albanian 
language, also known as a low-resourced language. The introduced dataset, to the 
best of our knowledge, is an Albanian dataset containing the highest number of hate 
comments compared to the existing datasets. The integrity and quality of the data-
set were validated through a meticulous quality control process. We utilised Fleiss’s 
Kappa to measure the level of agreement among the multiple expert annotators 
involved in manually labelling the dataset. Fleiss’s Kappa measures the dependabil-
ity of categorical rating agreement between a fixed number of ratters [41]. Unlike 
simple percentage agreement calculations, it accounts for the agreement occurring 
by chance, providing a more robust evaluation of inter-annotator reliability [42]. 
The consensus among annotators yielded a Fleiss’s Kappa score of 0.62, indicating 
a substantial agreement level. This high level of agreement suggests that the labels 
are reliable, and that the dataset is of good quality. Ensuring such consistency in the 
annotation process is crucial in HS detection tasks because models heavily rely on 
accurately labelled data to learn effectively. By validating the dataset with Fleiss’s 
Kappa, we enhance its credibility, which in turn positively affects the performance 
and generalisability of the detection models, improving the overall effectiveness of 
our HS detection system.

With the dataset’s quality and reliability established, we show its composition 
to gain insights into the distribution of comments and HS categories. Based on the 
general statistics provided in Table 3, the annotated dataset shows a wide range of 
comments, most of which are neutral (54%) and fall into HS categories for the rest, 
demonstrating the variety of online communication. While the ratio for binary clas-
sification is relatively balanced, there are some differences in the distribution of HS 
classes. General HS is well represented, while religious, political, and ethnicity-based 
HS have fewer examples, with political HS being the most limited.

Table 3. Annotated dataset general statistics

Neutral General HS Religious HS Political HS Ethnicity HS

# Of comments 6,131 3,901 598 148 565

Word count 86,710 41,852 8,500 2,163 9,080

Avg word per comment 14 10 14 14 16

Ratio (binary) 54.05% 45.94%

Ratio (multiclass) 54.05% 34.39% 5.27% 1.30% 4.98%
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4.2	 Binary classification results

Several ML algorithms were compared, including SVM, NB, RF, and XGBoost. 
These were combined with two vectorisation techniques, TF-IDF and count vector-
izer, with and without pre-processing, as shown in Table 4. The results indicate a 
consistent performance across the setups. NB in combination with TF-IDF showed 
the highest performance with an F1 score of 0.80. Comparable results were also 
shown by SVM with TF-IDF. However, RF and XGBoost showed slightly lower perfor-
mance compared to the others.

Interestingly, by including pre-processing techniques, it demonstrated lower 
performance in all the models. This may imply that not processing the comments 
may have a positive impact, while also showing that the raw features captured 
by TF-IDF are already quite representative for the classification task for the 
Albanian language.

Table 4. Binary classification models

Classifier Accuracy Precision Recall F1

SVM + TF-IDF 0.79 0.79 0.79 0.79

SVM + TF-IDF + Pre-processing 0.78 0.78 0.78 0.78

SVM + CountVectorizer 0.76 0.76 0.76 0.76

SVM + CountVectorizer + Pre-processing 0.76 0.77 0.76 0.75

NB + TF-IDF 0.80 0.80 0.80 0.80

NB + TF-IDF + Pre-processing 0.79 0.79 0.79 0.79

NB + CountVectorizer 0.75 0.78 0.75 0.75

NB + CountVectorizer + Pre-processing 0.78 0.78 0.78 0.78

RF + TF-IDF 0.78 0.78 0.78 0.77

RF + TF-IDF + Pre-processing 0.77 0.78 0.77 0.76

RF + CountVectorizer 0.77 0.78 0.77 0.77

RF + CountVectorizer + Pre-processing 0.76 0.78 0.76 0.76

XGBoost + TF-IDF 0.77 0.77 0.77 0.76

XGBoost + TF-IDF + Pre-processing 0.75 0.77 0.75 0.74

XGBoost + CountVectorizer 0.77 0.78 0.77 0.77

XGBoost + CountVectorizer + Pre-processing 0.76 0.77 0.76 0.75

4.3	 Multiclass classification results

For the multiclass classification, based on the results shown in Table 5, the 
performance metrics were generally lower compared to the binary classification 
results, which is expected due to the increased complexity of predicting HS among 
different classes. One of the primary reasons for the lower performance is the 
imbalance in the dataset across different labels. Some HS classes, like general HS, 
are more common, while others, such as political HS, are underrepresented. This 
imbalance makes it challenging for the models to learn and accurately predict the 
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less frequent classes, leading to a decrease in metrics like F1-score. Additionally, 
multiclass classification requires the model to distinguish between several catego-
ries rather than just two, increasing the difficulty of the task. The combination of 
label imbalance and the heightened complexity of differentiating between multiple 
classes contributes to the lower performance observed in the multiclass classifica-
tion results.

Notably, XGBoost in all the setups demonstrated good results in the multiclass 
context, achieving an F1-score of 0.77 comparable to the binary classification setup. 
Nevertheless, in these experiments, including pre-processing techniques resulted in 
decreased performance for most of the algorithms. The other classification models 
performed poorly; while being the highest-performing model in the binary classi-
fication, the NB performed low in this case with a 0.73 F1 score in combination 
with CountVectorizer. However, we can note that the count vectorizer technique 
works better in the scenario of NB than with TF-IDF combinations. This indicates a 
potential trade-off between the simplicity and interpretability of models like NB in 
binary tasks and the complexity and nuanced understanding of models like XGBoost 
in multiclass tasks.

Table 5. Multiclass classification models

Classifier Accuracy Precision Recall F1

SVM + TF-IDF 0.77 0.80 0.77 0.69

SVM + TF-IDF + Pre-processing 0.77 0.76 0.77 0.68

SVM + CountVectorizer 0.76 0.66 0.76 0.68

SVM + CountVectorizer + Pre-processing 0.76 0.66 0.76 0.68

NB + TF-IDF 0.75 0.68 0.75 0.65

NB + TF-IDF + Pre-processing 0.75 0.68 0.75 0.65

NB + CountVectorizer 0.78 0.77 0.78 0.73

NB + CountVectorizer + Pre-processing 0.78 0.77 0.78 0.73

RF + TF-IDF 0.80 0.79 0.80 0.76

RF + TF-IDF + Pre-processing 0.79 0.78 0.79 0.75

RF + CountVectorizer 0.79 0.77 0.79 0.75

RF + CountVectorizer + Pre-processing 0.78 0.77 0.78 0.74

XGBoost + TF-IDF 0.80 0.78 0.80 0.77

XGBoost + TF-IDF + Pre-processing 0.80 0.78 0.80 0.77

XGBoost + CountVectorizer 0.80 0.78 0.80 0.77

XGBoost + CountVectorizer + Pre-processing 0.79 0.77 0.79 0.76

4.4	 Error analysis

While having explainable AI approaches, we utilised LIME to critically analyse 
the performance of the best-performing model, in this case the NB with TF-IDF. 
In the following figures we show two examples where the model misclassified false 
positive and false negative and plotted the importance of the features.
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Fig. 3. LIME explanations for misclassified example 1

Example 1: False positive: In Figure 3, we present an instance where the model 
incorrectly labelled the sentence “Ozot I madh qar dhimbje” (“Oh Great God, what 
pain”) as HS. Despite its benign intent, expressing sorrow or empathy, the model 
misclassified it as offensive. This misclassification highlights how polysemy—the 
presence of multiple meanings for a single word—can lead to errors. The word 
“dhimbje” (“pain”) is used here to convey empathy but may be associated by the algo-
rithm with contexts involving harm or offense, which are common in hate speech.

Implications: This example suggests that using contextualised language mod-
els or word embeddings—NLP techniques that take context into account, might 
improve the model. It also highlights how important it is to add a range of benign 
use examples of these terms to the training set to improve the models contextual 
discriminating skills.

Fig. 4. LIME Explanations for misclassified example 2
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Example 2: False negative: In Figure 4, we show a comment that the model 
failed to classify as HS, resulting in a false negative. The comment contains sarcastic 
and ironic language that conveys an unfriendly tone, but it is not overtly offensive in 
terms of explicit language. Because the algorithm relies heavily on surface-level indi-
cators, such as particular offending phrases, it was unable to detect the underlying 
negative sentiment.

Implications: This incorrect classification highlights how the methodology is 
not able to identify implicit HS, sarcasm, or irony. To tackle this problem, sentiment 
analysis or sophisticated algorithms that can recognise complex negative phrases 
would need to be used.

4.5	 Practical application

Web applications are software programs that run on a web server and are 
accessed by users through a web browser over a network like the Internet. They are 
designed to be used from any device with a web browser and an internet connec-
tion, eliminating the need for additional software installations. Their cross-platform 
compatibility, scalability, and ease of updating make them ideal for distributing 
ML models to a large audience. 

For this study, we created a mobile web application with Python and HTML-CSS 
to demonstrate the real-world use of our HS detection model, which is presented in 
Figure 5. Frontend and backend technologies are integrated during the development 
of web applications to produce interactive platforms that are accessed via web brows-
ers. In our instance, users interact with the software and receive feedback on whether 
the content contains HS through an intuitive interface and user-friendly service.

Our web application is written in HTML-CSS for the front end and Python for the 
back end, utilising the Flask framework. The NB Model with TF-IDF vectorisation, 
trained with scikit-learn, is loaded by the backend to handle the server-side logic and 
classify the input text. When a user enters text, the server processes the prediction 
result and sends it back to the frontend, where it is displayed to the user instantly. 
The user interface of the web application has been designed with an intuitive layout 
to facilitate user interaction.

Fig. 5. Mobile web app using the deployed machine learning model
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Despite our web application, the proposed ML model can be used as a stand-alone 
service for social media platform integration in addition to the web application. 
By facilitating the automatic, real-time detection and flagging of HS directly within 
the platforms, this enhances the model’s scalability and usefulness. By immediately 
detecting and removing objectionable content, this integration improves the useful-
ness of the model and promotes safer online environments.

5	 DISCUSSION

This study brings attention to the issue of automatically identifying HS on Albanian 
social media. We scraped social media data to create a comprehensive, human- 
annotated dataset with an appropriate balance of hate and non-hate instances. 
We further classified them into several HS nuances to provide additional value. The 
dataset was created under supervision and labelled by three expert annotators. The 
final labels were decided by majority vote. We used the Fleiss Kappa assessment to 
evaluate the dataset’s quality and agreement; the result was a 0.62 coefficient, which 
suggests substantial agreement. In an effort to improve accuracy even further, we 
additionally annotated posts that we believed were provocative. Given that datasets 
have an important impact on models, this dataset acts as a foundation for further 
ML model development.

We used several types of ML models, including RF, XGBoost, NB, and SVM We 
employed both raw and pre-processed data to observe how well the models perform 
and to get ideas on what would work for the Albanian language, since other studies 
have utilized pre-processing. We employed the Count Vectorizer and TF-IDF tech-
niques for feature extraction. With an F1 score of 0.80, the study’s findings demon-
strated that NB with TF-IDF produced the highest accuracy in binary classification. 
Though XGBoost outperformed the other algorithms in multiclass classification, its 
performance was still lower than that of binary classification. This is because mod-
els have difficulty distinguishing between different classes and we have imbalanced 
classes for the nuances of HS. It is likely that XGBoost performed better due to its tree-
based structure, which allowed it to handle the features more effectively, while NB’s 
simplicity made it more useful for binary classification. TF-IDF performed better 
than CountVectorizer because it could more successfully collect the most frequently 
occurring words.

Analysing the pre-processing techniques, we found that they didn’t perform well 
for the Albanian language. One factor is the lack of good NLP tools like PoS tagging, 
stemming, and lemmatisation to proceed with pre-processing. Additionally, the lan-
guage used in social media comments is highly deviated, resulting in non-standard 
language, which poses a problem for pre-processing. We conducted an error anal-
ysis using LIME and observed that the misclassified comments were often due to 
polysemy and irony. The model needs more exposure to such comments in the 
training set.

5.1	 Strengths and weaknesses of the approach

Among the study’s strengths is the introduction of a carefully developed dataset 
for the detection of HS in Albanian, which was thoroughly evaluated by several 
annotators to increase its reliability. It is also based on a real-world case scenario. 
We demonstrated the usefulness of this data set by using it to further develop an 
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AI-based system. We found the best strategies for Albanian HS identification by 
experimenting with different algorithms and feature extraction techniques. Yet 
there are also specific weaknesses in the approach. In multiclass classification in 
particular, the models have trouble properly distinguishing the nuances of HS. This 
restriction comes in part from the unequal handling of nuances in HS and the devi-
ated language used on social media, which frequently consists of multiple dialects 
and lacks grammatical structure. Albanian’s lack of advanced NLP tools limited the 
effectiveness of pre-processing methods. Furthermore, both annotation and model 
training were limited by the difficult nature of the dataset development, where 
many comments were unreadable and language-deviated.

5.2	 Comparing with existing research

In Table 6, we show a comparison of various research efforts in HS detection in 
Albanian, focusing on dataset size, best performing models, accuracy, and relevant 
characteristics. The table highlights important differences in dataset size and balance, 
both of which seem to play a significant role in model performance. For instance, 
our approach, using a larger and nearly balanced dataset, achieves a strong F1 score 
of 0.80. This contrasts with other studies, such as one using SVM, which reported a 
lower F1 score of 0.58, possibly due to the smaller dataset size. While a BERT model 
reached a higher F1 score of 0.86, it relied on a small and imbalanced dataset, which 
may limit its general applicability.

Table 6. Comparison of the existing literature

Source Language Dataset # Size Best Performing Model Best Accuracy Characteristics

[24] Albanian Shaj 10306 (normal)
1568 (offensive)

BERT 0.77 ACC –	 Highly imbalanced 
–	 Paper not peer-reviewed

[26] Albanian Zenuni et al. 4,886 total SVM 0.58 F1 –	 No clear guidelines on the 
annotation process

–	 Smaller dataset 

[28] Albanian Ajvazi et al. 2482 (normal)
518 (offensive)

BERT 0.86 F1 –	 Smaller dataset
–	 Highly Imbalanced

Our approach 6131 (normal)
5212 (hate)

NB + TF-IDF 0.80 F1 –	 Carefully annotated
–	 Real-World Utility
–	 Multiple expert annotators
–	 Nearly Balanced
–	 Preprocessing impact analysing

5.3	 Practical implications of the findings

We have carefully developed HS detection models using AI techniques to aid the 
community in advancing this field. The results of our study can serve as a base-
line or be extended in future work. By showcasing the practical use of such models 
through a web application, we contribute to creating safer online environments. 
The developed web app showcases the suitability of our models and offers a show-
case for incorporating HS identification into platforms, improving efforts towards  
moderation in Albanian.
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5.4	 Future research directions

For future work, we suggest 

–	 Exploring transfer learning models, such as Transformer architectures, which 
could enhance the HS detection process

–	 Developing suitable NLP tools for more advanced pre-processing of the 
Albanian texts

–	 Developing domain-specific word embeddings to better capture the linguistic 
nuances of the Albanian language

–	 Expanding the dataset through crowdsourcing with a larger and more diverse 
population could improve its representativeness and quality, since perceptions 
of offensive content can vary greatly among individuals

6	 CONCLUSION

This study implements different ML algorithms to detect HS on Albanian social 
media. These models were trained on a novel HS corpus which was carefully 
crafted and annotated. Based on the extensive number of experiments conducted, 
we conclude that detecting HS for the Albanian language, despite its limited NLP 
resources, is possible with good accuracy using the proposed methods. It was the 
TF-IDF features that aided the ML models to perform better on raw comments than 
pre-processing the text at all. This was due to the lack of advanced NLP tools for 
pre-processing available for the Albanian language. The experiments proved that 
the simplicity of NB performed better for detecting HS in the binary setup, while in 
the multiclass scenario, tree-based methods like XGBoost could determine the labels 
better. Through error analysis, it was revealed that in Albanian social media, people 
tend to offend using irony and sarcasm, which even for the ML models was hard to 
recognize. Polysemy also showed to be challenging for detection of HS. Additionally, 
the study findings emphasise the need for the development of further NLP tools for 
the Albanian language. Extending the data even further to a large-scale scenario, 
with plentiful data in the training set, would probably enhance the detection sys-
tem. The significance of this study advances the field in terms of scientific value by 
introducing a new dataset and offering practical solutions and further insights into 
HS detection for the Albanian language.
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