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Deep Learning for Cultural Heritage: A Mobile App 
for Monument Recognition Using Convolutional 
Neural Networks

ABSTRACT
Convolutional neural networks (CNN) has multi-dimensional features that are inextricably inter-
related to the extraordinary identification of visionary objects. Humans have a thirst of eager-
ness to know about ancient monuments. CNN can be a suitable tool for this purpose, in addition 
to some image processing approaches. This study has developed a mobile application for monu-
ment identification in two classes. The prominent contributions have been performed in the data 
preprocessing and feature extraction requirement using the Canny approach. In addition, CNN 
has been applied for the utmost level of recognition of the inputted visionary image to the mobile 
application using CNN. The proposed mechanism has obtained 90.68% accuracy in the testing 
period as its utmost accuracy result. The coagulation of CNN and other cutting-edge technol-
ogy has enhanced the performance of the developed application. Moreover, these features have 
introduced this implementation as a comparatively desired and required app in daily utilization.
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1	 INTRODUCTION

South Asia’s Indian subcontinent is a distinctive region. This continent contains many 
historic tourist attractions, including the Somapura Mahavihara, the Sona Mosque, the 
Kusumba Mosque, the Sixty Dome Mosque, the Kantajir Temple in Bangladesh, the 
Taj Mahal, the Qutub Minar in India, the Tomb of Jahangir in Pakistan, and others [1].  
Numerous mysterious and unknown ancient structures are gradually coming to 
people’s attention. Explorers are excited to observe the ongoing ancient building uncov-
ering because of that [2]. Remote travelers occasionally struggle to find an informed 
visit manager [3]. In this situation, it is challenging for tourists to find out the exact date 
that mosques, shrines, and other old buildings were built. In this light, we have looked 

Md. Samaun Hasan1–4(), 
Md. Salah Uddin1, Kazi Jahid 
Hasan1, Mizanur Rahman1, 
Mohammad Ali2

1Daffodil International 
University, Dhaka, Bangladesh

2Rajshahi University, Rajshahi, 
Bangladesh

3Jahangirnagar University, 
Savar, Bangladesh

4Visva-Bharati University, 
Santiniketan, West Bengal,  
India

hasan.mct@diu.edu.bd

https://doi.org/10.3991/ijim.v19i03.50935

https://online-journals.org/index.php/i-jim
https://online-journals.org/index.php/i-jim
https://doi.org/10.3991/ijim.v19i03.50935
https://doi.org/10.3991/ijim.v19i03.50935
https://online-journals.org/
https://online-journals.org/
mailto:hasan.mct@diu.edu.bd
https://doi.org/10.3991/ijim.v19i03.50935


iJIM | Vol. 19 No. 3 (2025) International Journal of Interactive Mobile Technologies (iJIM) 23

Deep Learning for Cultural Heritage: A Mobile App for Monument Recognition Using Convolutional Neural Networks

into an investigation in which mobile application app users understood the develop-
ment time frame or period by spotting the stunningly antiquated style [4]. Recently, 
certain research papers that use artificial intelligence (AI) and PC vision techniques in 
the section on outdated engineering and archaic exploration have been published [5].

1.1	 Overview

In terms of quality and type, the city is currently creating fresh information 
about itself in the form of data that can be saved, categorized, and evaluated. 
Standardization of format, information accumulation, administration, and selection, 
data processing, and data visualization are all current technology needs [11]. This is 
driving the tools’ development to unprecedented levels.

It is possible to quickly define new networks of linkages between documents 
following changing requirements and contents. The physical form of architecture 
continues to play a significant part in this complex information topology [23], which 
has been expanded by digital archives and can serve as the foundation for even 
the most modern elaborations [7]. A particular method of automated architecture 
recognition may alter how information about the urban environment is gathered, 
processed, and analyzed. It may also open up new avenues for access to a spatialized 
information network [8].

This study represents the era identification of historical buildings, as ancient build-
ings seek to strengthen the relationship between the real and digital worlds [9]. The 
development of an educational tool based on object identification would be well suited 
for the heritage sector given the number of projects on the digitalization of cultural 
assets and associated archives that have already been initiated. We are researching the 
AI to address these problems [10]. Convolutional neural network (CNN) approaches 
are specifically discussed [6]. These digital tools can progressively interact with urban 
circumstances because they are widely used, especially on mobile devices.

The study seeks to broaden its inquiries from this initial trial to broader 
AI-related issues. Can we create new types of maps using this technology’s ability to 
sift and organize massive volumes of data? What are the drawbacks and dangers of 
automatic architectural recognition systems [11]?

We used a CNN-based program in a mobile application for the Archaeological 
Central Area in South Asia’s Indian subcontinent, which is a distinctive region. that 
includes the Somapura Mahavihara, the Sona Mosque, the Kusumba Mosque, the 
Sixty Dome Mosque, the Kantajir Temple in Bangladesh, the Taj Mahal, the Qutub 
Minar in India, and the Tomb of Jahangir in Pakistan, as our first case study [8].

1.2	 Related	research

The noteworthy implementations are in the following:

•	 Travelers are highly eager about seeing the recently unveiled ancient architec-
ture, and they want to know details about that [7], [12], [13].

•	 Sometimes, tourists cannot find an informative tour guide, and it has become 
difficult to acquire knowledge of the architecture [8], [9], [10].

•	 At present, if archaeological materials have been found network-based, it has 
become difficult to detect their period [8], [11], [12], [13].

https://online-journals.org/index.php/i-jim
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1.3	 Research	scope

The existing literature did not introduce any well-developed approach that can be 
used as an identifying tool for understanding the status of the ancient architectures. This 
study has provided an effort to mitigate this study gap by developing a mobile-oriented 
application for the tourists in order to get the exact knowledge about their desires.

1.4	 Research	applicability

•	 Archaeological materials era detection [13], [14], [15].
•	 Mobile or web-based applications to check the era by capturing an image [15], 

[16], [17], [18].
•	 Architectural preservation and historical documentation [16], [17], [18], [19].
•	 Machine learning and image processing techniques [18], [19], [20], [21], [24].
•	 Comparative architectural studies [19], [20], [21], [22], [25], [26].

1.5	 Research	questions	and	answers

Research question 1: How effective is CNN in identifying and categorizing 
ancient monuments through mobile applications?

Answer: CNN proves to be highly effective in identifying and categorizing 
ancient monuments, achieving a 90.68% accuracy rate in testing. This effectiveness 
is largely attributed to the robust feature extraction and data preprocessing capabil-
ities of CNN, particularly when combined with image processing techniques such as 
the Canny approach [6].

Research question 2: What challenges do travelers face in obtaining accurate 
information about ancient structures, and how does the mobile application address 
these challenges?

Answer: Travelers often struggle with the lack of informed tour guides and 
difficulty in accessing accurate historical information. The mobile application 
addresses these challenges by providing an easily accessible, accurate, and interac-
tive platform for monument recognition and information retrieval, thus enhancing 
the travel experience [3], [4].

Research question 3: What role does the integration of cutting-edge technologies 
play in the performance and desirability of mobile applications for cultural heritage?

Answer: The integration of cutting-edge technologies such as CNN and advanced 
image processing significantly enhances the performance and desirability of mobile 
applications for cultural heritage. These technologies improve accuracy, user engage-
ment, and the overall educational value of the application, making it a preferred tool 
for both casual users and scholars [10], [11].

2	 METHODOLOGY

Using an application-based methodology, our research has shown how mobile 
application can determine the age of an old structure. An image was initially captured 
and submitted to the Canny Edge Detector. Following this methodology, two distinct 
dataset types were obtained—a training set and a test set. Then, to get the prediction 
outcome for earlier eras (the Sultanate period and the Mughal period), we developed 
a CNN model that depicts the proposed system’s stages and design shown in Figure 7.

https://online-journals.org/index.php/i-jim
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3	 BUILDING	STRUCTURE	AND	FEATURE	IDENTIFICATION

The results of the suggested model construct of realizing the old era and a machine 
give likely data by learning the features of the ancient buildings. Theoretically, 
a programmable machine can learn the characteristics of various historical 
structures, including the dome/minaret/tower/jewel, door, pillar, arc, and front 
(see Figure 3). The Mughal and Sultanate architecture’s dome, minaret, tower, jewel, 
pillar, arch, and front (see Figures 1 and 2) were obtained by utilizing the Canny 
Edge Detector method (see Figure 4) [7]. The structure, décor, and materials used 
during the Sultanate and Mughal periods varied significantly from one another.

The Mughal mosques are only ornamented with plaster in various styles, such 
as rectangle, arched panel, flat, four-centered, or multi-foiled arches. In contrast, the 
Sultanate Mosques in Bengal have a unique exposition of surface decoration, includ-
ing stone-cut design, terracotta, colored marble, and pleasurable ornamentation due 
to the absence of readily available building materials, such as stone, within proximity.

4	 COLLECTION	OF	DATA	TRAINING

Based on a training procedure in which the AI learns from a set of manually 
labeled photographs, AI technology is capable of giving labels to input images. 
17 monuments of varying sizes and conservation quality have been trained into 
the model. The Somapura Mahavihara, the Sona Mosque, the Kusumba Mosque, the 
60 Dome Mosque, the Kantajir temple in Bangladesh, the Taj Mahal, the Qutub Minar 
in India, the Tomb of Jahangir in Pakistan, a poorly preserved temple of which not 
much can be seen except for the podium. Our dataset consists of an initial collection 
of approximately 150–200 images of each monument that were taken specifically 
for our purpose (see Figure 6). The stances were chosen to provide a thorough over-
view of the monument, and special consideration was paid to the visitor-friendly 
settings, taking both little details and expansive views into account.

Fig. 1. Raw data of the sultanate feature

https://online-journals.org/index.php/i-jim
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Fig. 2. Raw data of the Mughal feature

The first set of images was expanded, resulting in changed versions of the orig-
inals, to build a larger dataset. DL object recognition has found data augmentation 
strategies to be especially effective [8]. The operations carried out were transpo-
sition, rotation, scaling, noise injection, and color changes. Each landmark had 
500 photos in our expanded dataset. The training method required fixed input 
dimensions; thus, all of the images were eventually cropped and down sampled to a 
size of 224 × 224 pixels. Images were arranged into named files, each one relating to 
a different monument, to be utilized in the training phases.

Fig. 3. Identifying five features

Fig. 4. The Canny Edge Detector method

https://online-journals.org/index.php/i-jim
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Fig. 5. Training dataset and classification of sultanate features

Fig. 6. Training dataset and classification of Mughal features

5	 DESCRIPTION	OF	THE	APP

Cultural sites and related archives that have been digitalized provide an orga-
nized and usable source of data that may be obtained using the adaptable features 
of DL object recognition algorithms.

https://online-journals.org/index.php/i-jim
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Fig. 7. CNN model for era identification of the old building

The current study created a mobile app that enables users to get information 
about a structure or piece of art by simply aiming the camera at the item. The end 
result can link a collection of papers, including images, texts, typography [13], 
3D models, and other types of data, to the actual construction period. It expands on 
early advances of CNN methods for identifying architectural features and objects.

The app is built around two basic software building elements (see Figure 7). 
A database containing the following characteristics is the first one. It is accessible 
online, allows the upload of various document types together with any associated 
metadata, and is geographic-enabled, meaning that it can be examined and modi-
fied using GIS tools [12]. The ML component is a separate piece of software. It offers 
the following characteristics: It downloads monument data from an internet data-
base, is kept on the device, uses a tiny amount of disk space, and localizes the user.

https://online-journals.org/index.php/i-jim
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Figure 7 shows the layout of the app’s two primary parts: the digital archive, 
which stores data and documents, and the AI engine, which communicates with the 
site via the app.

Instead of using a catalog or a predetermined path on a map, the app becomes the 
access point to an underutilized network of digital information simply by glancing 
at the urban setting. Questions about how to make the newly available information 
conveniently and sustainably accessible can be answered by linking a great amount 
of multimedia information to the components of a city that is part of our sub-content.

The lightweight “brain” takes advantage of a distinguishing feature of CNN 
models: the minimal amount of disk storage required [4]. In reality, DL models learn 
a way to recognize objects rather than obtaining their “knowledge” from hard-coded 
information (i.e., no pictures are retained). This method is especially suited to travel-
ers in the suggested application since they do not have access to the Internet while 
traveling. The use of the part of the Indian subcontinent Archaeological Central Area 
as a test area presents an intriguing problem. On-site informational service provision 
is a challenge that is addressed. Informational panels, audio tours, or QR codes can-
not easily complete this role since the required infrastructure may not be compatible 
with the priceless site and the volume of visitors.

The proposed app can make a lot of data available with just a smartphone. This 
material must therefore be accurate and comprehensive as well as suitable for a 
variety of consumers. In contrast to numerous other approaches that may be found 
in the literature, using CNNs on monuments inside a constrained boundary presents 
another issue. It might be challenging to tell one element from another when they 
are all present in the same cultural place or appear together in the same view. These 
circumstances, however, emphasize the practical utility of AI more so than the abil-
ity to recognize locations that are extremely distant from one another. Therefore, 
our research implies that it may be possible to use the most recent computer vision 
algorithms to obtain more detailed information.

6	 DEVELOPMENT	OF	THE	APP

Based on a training procedure in which the AI learns from a set of manually- 
labeled photographs, AI technology is capable of giving labels to input images. 
10 monuments of varying sizes and conservation quality have been trained into 
the model. The model could potentially analyze input images of these monuments 
and provide labels such as Somapura Mahavihara, Sona Mosque, Kusumba Mosque, 
Bagha Mosque, Atiya Mosque, Sixty Dome Mosque, Khania Dighi Mosque, Bagerhat 
Kantajew Temple, Taj Mahal, Qutub Minar, or “Tomb of Jahangir,” based on what it 
has learned during its training.

Preserving and understanding the historical significance of heritage buildings 
is of paramount importance. This app aims to provide users with a tool to easily 
identify the era of such buildings using their smartphone cameras. The utilization of 
digital image processing and machine learning enhances the accuracy and accessi-
bility of this heritage identification process.

6.1	 App	design

The app is designed with a user-friendly interface that allows users to capture 
images, process them, and receive era-related information. The app’s main compo-
nents include the camera interface, image processing backend, and result display.

https://online-journals.org/index.php/i-jim
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6.2	 App	development

Step 1: Capture image: Utilize Android’s camera API to provide a seamless image 
capture experience. Implement a capture button within the app’s user interface for 
users to capture images of heritage buildings. After successfully capturing the input 
images, all the images have been manually resized to 64 × 64 general basic input image 
sizes. The operation is especially for minimizing computational expenses and enhanc-
ing efficiency in high-resolution image processing with proper pixel understanding. 
This transformation is also for effectively implementing the obstacles in interference 
and fast training strategy with the applied convolutional neural model. One of the most 
important matters behind this processing is to avoid overfitting problems along with 
under-fitting problems in the collected dataset. Even this transformation provides aid 
to handle feature extraction along with the feature transformation mechanism indeed.

Step 2: Image processing with CNN mode: Pre-train a CNN model on a dataset of 
heritage building images from various eras. Integrate the pre-trained CNN model 
into the app’s backend using a machine learning framework such as TensorFlow or 
PyTorch. Implement image preprocessing to resize and normalize captured images 
before feeding them into the CNN model. This effective method removes the require-
ment for manually designing features by enabling autonomous feature extraction 
from photos. For applications such as categorization, object identification, and seg-
mentation, CNNs employ layers of CNNs to identify patterns such as edges, textures, 
and forms. They are very good at visual recognition because of their hierarchical 
nature, which enables the neural network to learn complicated representations. 
Because CNNs can interpret images quickly and reliably, they are frequently utilized 
in applications including recognizing images.

Step 3: Display era information: Design a result display screen to show the detected 
era of the heritage building. Integrate the CNN model’s output with the display, present-
ing the era information in a user-friendly format. Early Islamic architecture, charac-
terized by strong, fortress-such as constructions such as the Qutub Minar as well as the 
Tughlaqabad Fort, was introduced during the Sultanate century (13th–16th century). 
Grand, elaborate structures with elaborate marble inlays of diamonds, domes, and 
vast gardens, such as the Taj Mahal, along with the Mughal era (16th–18th century). 
Both eras had a profound impact on the architectural heritage of the area, influencing 
subsequent advancements in both art and architecture. These monuments continue 
to be recognizable representations of historical and cultural importance.

6.3	 CNN	model	training

Collect a diverse dataset of heritage building images from different eras of the 
Indian subcontinent. Preprocess the dataset, including resizing images to a consis-
tent resolution and applying data augmentation techniques. Design and train a CNN 
model using a suitable architecture (e.g., VGG16, ResNet) and transfer learning from 
pre-trained models if needed. Evaluate the model’s performance using appropriate 
metrics and fine-tune hyperparameters as necessary.

6.4	 App	testing	and	optimization

Perform rigorous testing of the app’s functionalities, covering various scenarios 
and image qualities. Optimize the app’s performance by minimizing latency during 
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image processing and result display. Ensure the app’s compatibility with a wide 
range of Android devices and screen sizes represented in Figure 8.

Fig. 8. Application and user interaction outcome on sultanate era monuments

Fig. 9. Application and user interaction outcome on Mughal era monuments

6.5	 User	experience	and	interface	design

Design an intuitive and visually appealing user interface to enhance user experi-
ence. Implement responsive design principles to ensure the app’s usability on differ-
ent devices represented in Figure 9. This study has arranged a survey activity against 
the utilization-based experience from the users, and the feedback against interface 
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design has also been evaluated through this survey investigation. This investigation 
has also demonstrated the features that serve the needs of tourists and other users, 
along with that, navigate the features through experiences.

6.6	 Deployment

Package the app for distribution on the Google Play Store. Provide clear docu-
mentation and user instructions for seamless onboarding. To differentiate between 
sculptures from each of these historical eras, the program examines architectural 
elements such as domes, arches, and elaborate patterns. The app allows users to 
upload pictures of monuments and offers precise details on the building’s history 
and place of origin. In addition to being a useful tool for history buffs and scholars, 
this tool raises cultural awareness.

7	 USER	INTERFACE	AND	DATABASE	CONNECTION

We worked on a user-friendly, quick-to-use app. The application has two primary 
displays or pages (see Figures 8 and 9).

The primary screen has a simple layout with backdrop images from the cam-
era feed and a square drawn to enclose the target monument. The app only shows 
results when the computed prediction accuracy exceeds a set threshold value greater 
than 80 percent which is considered reliable. ML recognition runs continuously. 
Touching the squared frame when a monument name is displayed takes you to the 
monument’s details.

The information set previously downloaded from the web database is laid forth 
on the monument details page.

The application communicates with the Cult database, where information about 
the monuments covered by the ML training dataset was added (see Figures 5 and 6). 
Web-based services are hosted by Cult and allow users to post texts, photos, and 
models as well as attach metadata to each file. It also enables content exploration 
via a website or through the use of GIS software. The service is powered by free 
and open-source software, including the Django web development framework, 
PostgreSQL for database management, and PostGIS for geographic expansion [9].

The Dublin Core Metadata Initiative provides the foundation for the organiza-
tion of all metadata. Title, creator, subject, description, publisher, contributors, date, 
type, format, identifier, source, language, relation, coverage, and rights are just a 
few of the 15 entries of the DCMI Element set that can be inserted. Additional terms 
include the contributors’ roles, spatial coverage (using WKT format geometries or 
GIS), and the type of relationship between one document and another. The soft-
ware can recognize objects without a network connection. Only when opening for 
the first time or updating local data, as well as downloading remote data from the 
online database, is an internet connection necessary. The app makes a web service 
request to access data saved on Cult.

8	 RESULT	AND	ANALYSIS

We used the information in the matrix to assess how well these systems per-
formed. With our adjusted dataset as training data, we determined the accuracy 
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of our CNN model (see Figure 7). Sample Dataset 1: First, we used a single image to 
make a single prediction in our CNN model, correctly predicting the Sultanate Table 1  
and Mughal Table 2 period buildings. Finally, we achieved a single image accuracy 
rate of 95% [10].

The model’s outputs include detecting the vintage of construction, for which 
a computer algorithm generates a likely result by studying the characteristics of 
historic structures. This work has demonstrated how computer software picks up 
on the various characteristics of antique structures, such as the front, dome, and 
minaret. Confusion matrices contain information about the expected classes that are 
established by a classification process and are mostly used to evaluate the perfor-
mance of a classifier model. The information in the matrix has been used to assess 
the effectiveness of such systems. With the adjusted dataset, the CNN model was 
trained, and accuracy was determined. Figure 7 depicts the CNN model’s makeup 
and illustrates how the method effectively identified the era from an image of an 
ancient or historic building.

Table 1. Example table for Sultanate Era

Name Type and Size Value

edges uint8 (800,1200), array ([[0,0, 0, …0,0,0],

[0, 0, 0,…, 0, 0, 0],

i int (1) 1

img uint8 800,1200,3), Array ([[[210, 186, 144, …

213, 189, 147],

prediction str (1) Sultanate

\text{result} float32 (1,2, 3), Array ([[0.,1]],

dtype=float32)

test-image float32 (1,64,64,3), Array ([[0.,0.,0.,],

[0., 0., 0.],

edges uint8 (800,1200), Array ([[0,0,0, …, 0,0,0],

Table 2. Example table for Mughal Era

Name Type and Size Value

edges uint8 (800,1200), array ([[0,0,0,..0,0,0],

[0, 0, 0, …, 0, 0, 0],

i int (1) 1

img uint8 (800,1200,3), array ([[[210,186,144, ...

213, 189, 147],

prediction str (1) Mughal

result float32 (1, 2), array ([[1.,0]],

dtype=float32)

test-image float32 (1,64,64,3), Array ([[[0.,0.,0.,],

[0., 0., 0.],

https://online-journals.org/index.php/i-jim
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The proposed model has been applied to 409 images categorized into two classes, 
such as Mughal and Sultanate, during its training phase. After that, the model has 
been tested on 79 images, also following the same classification. During his training 
phase, it received the accuracy from 66% to 86%, depicted in Figure 10. The yellow 
line indicates the validation accuracy on the provided images of the proposed model. 
Similarly, the blue line indicates the training accuracy.

Fig. 10. The results on train accuracy vs. validation accuracy

Eventually, the model has been tested on the 79 images categorized into two classi-
fications and received 90.68% accuracy. The model has provided an effort to build an 
application that can identify the archaeological architectures provided by the users 
as a tourist. Generally, this is the start of developing an application, it will be severely 
optimized and user-friendly day by day. Initially, this study has faced some of overfit-
ting and under-fitting problems during building the mechanism for the application.

9	 EVALUATION

Based on a number of important criteria, the software for identifying Mughal 
imperial Sultanate periodic architecture is capable of being contrasted with current 
methods. The software uses AI-based image recognition to streamline this process, 
providing faster and more reliable results than traditional approaches that rely on 
expert manual identification, which may be laborious and prone to human mistake. 
This program is more accurate in differentiating among Mughal as well as Sultanate 
elements because it is specifically designed for South Asian construction, compared 
to universal historical recognition programs.
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It also makes use of deep learning models, which are constantly enhanced by 
fresh data, a major benefit over rule-based or static databases. The software makes 
monument identification easier for scientists and the general public by facilitating 
simple utilization via mobile devices, whereas existing methods may necessitate 
extensive background information or in-person trips to archives. It is also better 
than conventional manual approaches due to its scalability and capacity to process 
enormous amounts of image information. This study has arranged a survey activity 
against the utilization-based experience from the users, and the feedback against 
interface design has also been evaluated through this survey investigation. This 
investigation has also demonstrated the features that serve the needs of tourists and 
other users (see Figure 11), along with that, navigate the features through experi-
ences (see Figure 12).

Fig. 11. Demonstration of features that serve the needs

Fig. 12. Demonstration of features that navigate experiences

By employing convolutional structures that apply tiny filters over the image and 
utilizing fewer parameters than fully linked networks, CNNs lower the computing 
costs associated with the processing of images. These layering’ parameter sharing 
reduces the need for duplicate calculations by enabling the exact same filter to iden-
tify features in several areas of the image. In order to reduce the image’s spatial 
dimensions and, thus, its computing cost, CNNs also use layers to combine to reduce 
the sample size of the image. Furthermore, CNNs are more effective for handling 
vast amounts of picture data because of their intrinsic sparse connections, which 
simplify processes. With fewer resources, this structure guarantees quicker learning 

https://online-journals.org/index.php/i-jim


 36 International Journal of Interactive Mobile Technologies (iJIM) iJIM | Vol. 19 No. 3 (2025)

Hasan et al.

and deduction. The precision as well as the efficiency of the memorial detecting 
software can be greatly increased by using transformer-based models or combina-
tion methods that combine CNNs. transformers can use self-attention methods to 
capture global context and long-range dependencies, while CNNs are best at extract-
ing local information from images. By combining the two, the application may be 
able to improve classification performance by utilizing the Transformers’ compre-
hension of relationships throughout the image and CNNs’ spatial feature extraction. 
Additionally, by allowing the system to identify monuments under various illumina-
tion or partially obscured circumstances, hybrid models can improve generalization 
and increase the robustness and dependability of identification. This combination 
may help the software become more flexible and scalable in real-world settings.

The improved system might employ a multi-class classification strategy, making 
use of hybrid models or deeper CNNs to more precisely differentiate between dif-
ferent architectural styles. To enable the program to detect minute architectural 
differences, this would entail training on a varied dataset that represents many 
historical eras and geographical locations. To increase classification accuracy, the 
system might also include information, including information about the monu-
ment’s geography and composition. The software would also be a potent teaching 
tool, encouraging the preservation of cultural assets by providing deeper insights. 
The software would be positioned as a complete system for historic preservation 
studies with this expansion.

Customers would be able to experience historical landmarks in a more dynamic 
and captivating manner if the app included augmented reality (AR) technologies. 
Users could examine monuments with more context, putting the past to life, by 
overlaying current photographs with comprehensive historical details, architectural 
points of interest, and restoration images. This function might lead users on chrono-
logical tours, highlighting important design features or historical shifts right on the 
screens of their devices. Vacationers, learners, and history enthusiasts would find 
the app more enticing due to its immersive AR experience, which would promote 
deeper investigation and study. AR may also encourage a better understanding of 
history and culture, which would support efforts to save monuments.

The app’s study base can be greatly enhanced through the incorporation of trans-
disciplinary and application-oriented sources of information, guaranteeing a more 
comprehensive comprehension of the types of buildings under analysis. Deeper 
understanding of the monuments’ historical context can be gained using the app 
by combining information from disciplines including past times, archaeological 
investigation, and cultural anthropology. Additionally, this would increase the 
precision of architectural assessments, enabling people to comprehend the subtle 
differences between styles such as Sultanate, Mughal, and others. Improving partic-
ipation requires concentrating on the user interface; readability could be improved 
by features such as tailored suggestions, engaging lessons, and easy browsing. 
Furthermore, using contemporary construction-related apps such as 3D modeling 
and AR would improve the app’s usefulness. In the end, this strategy would guaran-
tee that the app stimulates individuals in important manners using transdisciplinary 
understandings in addition to being a potent instructional tool.

10	 CONCLUSION

This study introduces a pioneering approach, utilizing CNNs to detect architec-
tural heritage eras in the Indian subcontinent. The mobile app developed by this 
study showcases the practical application of deep learning, providing a valuable 
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tool for travelers, scholars, and enthusiasts to accurately identify the construction 
periods of historic buildings. This study bridges the gap between physical and digital 
realms, enhancing our understanding of architectural history and enabling innova-
tive applications in heritage preservation.

The app’s usefulness would be significantly increased if it could identify a greater 
variety of historical eras and designs in architecture in addition to binary classifica-
tion. Users could learn more about a wider range of historical sites by adding more 
varied data and teaching the model to categorize other architectural styles, such as 
Gupta, Rajput, or British colonialism. This would create a more complete reposi-
tory for artistic and chronological investigation, making the app useful not only for 
researchers who are interested in particular eras but also for visitors, historians, and 
architecture fans. This adaptability would also draw in more users, increasing the 
app’s effect and reach.

This study is an effort to develop an application that can be a realm of information 
for tourist users. This study has a future plan of enhancing the area of identification 
for the archaeological architecture broadly. In the concern of technology, this study 
will integrate AI based techniques into the application for making the apps higher 
level, user-friendly, and informative. More specifically, sentiment analysis and 
recommendation systems will be integrated into the proposed application.
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