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Intelligent Tourism: Innovative Applications of Mobile 
Technology in Personalized Travel Planning

ABSTRACT
With the rapid development of the global tourism industry and the widespread adoption of 
mobile internet technologies, personalized travel itinerary planning has emerged as a crucial 
method to meet the diverse needs of tourists. Traditional planning approaches, relying on 
fixed routes and preset attractions, often fail to provide flexible and personalized services. 
In this context, the application of intelligent tourism technologies has garnered increasing 
attention, facilitating the provision of customized itinerary planning services through mobile 
technologies and intelligent algorithms. Although existing study has enhanced the intelli-
gence level of itinerary planning to some extent, it still falls short in considering the compre-
hensive dimensions of time and space, as well as in responding to the dynamic demands of 
tourists in real time. This study introduces a mobile predictive model tailored for personalized 
travel itinerary planning, incorporating the components of a spatio-temporal graph convo-
lutional network (STGCN) with an attention mechanism and spatial node embedding vector 
components. This model effectively captures the dynamic characteristics of time and space 
in travel itineraries, achieving personalized recommendations and optimizations. It signifi-
cantly improves the accuracy and response speed of itinerary planning, providing important 
support for the digital transformation and innovative development of the tourism industry.

KEYWORDS
intelligent tourism, personalized itinerary planning, mobile technology, spatio-temporal 
graph convolutional network (STGCN), attention mechanism, spatial node embedding vectors, 
travel itinerary optimization

1	 INTRODUCTION

In recent years, as the global tourism industry has experienced rapid growth 
and mobile internet technology has become widespread, personalized travel itin-
erary planning has emerged as a key component in satisfying the diverse needs 
of travelers [1–4]. Traditional methods of itinerary planning typically rely on fixed 
tourist routes and preset attraction recommendations, failing to meet the demands 
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for personalization, flexibility, and real-time service [5, 6]. Against this backdrop, 
the provision of customized itinerary planning services through advanced mobile 
technology and intelligent algorithms has become an important trend in the devel-
opment of the tourism industry.

Personalized travel itinerary planning not only enhances the travel experience 
and increases satisfaction during the journey but also promotes the efficient allo-
cation and utilization of tourism resources through precise recommendations and 
optimizations [7–10]. Supported by mobile internet and artificial intelligence tech-
nologies, personalized itinerary planning systems are capable of acquiring and ana-
lyzing a vast amount of tourism data in real time, offering dynamic adjustments and 
personalized recommendations. This significantly enhances the intelligence and 
convenience of tourism services [11, 12], playing a crucial role in driving the digital 
transformation and innovative development of the tourism industry.

However, existing study methods still exhibit several shortcomings in personal-
ized itinerary planning. Firstly, many approaches lack a comprehensive consider-
ation of temporal and spatial dimensions when processing tourism data, leading to 
insufficient accuracy and practicality of itinerary plans [13–16]. Secondly, current 
recommendation systems often rely on static data and fail to respond in real time to 
changes in tourists’ dynamic needs and preferences. Moreover, traditional methods 
often lack the flexibility and adaptability required to handle complex tourism 
scenarios and diverse demands, making it challenging to provide genuinely person-
alized itinerary planning services [17–21].

To address these issues, this study introduces a mobile predictive model for per-
sonalized itinerary planning, incorporating spatio-temporal graph convolutional 
network (STGCN) components based on an attention mechanism and spatial node 
embedding vector components. The STGCN components, leveraging the attention 
mechanism, effectively capture the dynamic temporal and spatial characteristics of 
travel itineraries, thereby enhancing the accuracy and response speed of the planning 
process. The spatial node embedding vector components, through in-depth analysis 
of tourism scenarios and traveler preferences, facilitate personalized itinerary rec-
ommendations and optimizations. The synergistic integration of these components 
not only elevates the level of intelligence in personalized travel itinerary planning 
but also provides substantial technical support and a theoretical basis for the inno-
vative development of the tourism industry, offering significant study value and 
application prospects.

2	 MOBILE	PREDICTIVE	MODEL	FOR	PERSONALIZED	TRAVEL	
ITINERARY	PLANNING

A mobile predictive model aimed at personalized travel itinerary planning was 
developed in this study to predict the mobility of individual tourists at travel desti-
nations based on their behavior patterns and preferences, thereby providing per-
sonalized itinerary suggestions. The principal components of this model include the 
extraction components of spatial node feature vectors of the heterogeneous infor-
mation network and neural network components. The extraction components are 
tasked with extracting feature vectors from spatial nodes at travel destinations. These 
node feature vectors represent attributes and relational information of various types 
of spatial nodes, such as tourist attractions, transportation hubs, and accommoda-
tion facilities, and also encapsulate characteristic information of tourist behavior, 
such as duration of stay and frequency of visits. The neural network components 
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are composed via residual connections in the temporal feature extraction module. 
This module includes a spatio-temporal attention mechanism module and a spatio- 
temporal convolution operation module capable of capturing tourists’ behavior 
patterns across different moments and spaces. The spatio-temporal attention mech-
anism enables the model to focus on changes at critical time points and spatial 
locations, while the spatio-temporal convolution operation effectively extracts spatio- 
temporal features. Ultimately, these features are output through a fully connected 
neural network, reflecting tourists’ mobility at future moments. Figure 1 shows the 
structure of the developed model.

In the context of personalized travel itinerary planning, the model not only 
considers the overall behavior patterns of tourists but also integrates individual 
historical data and preference information. Specifically, assuming that the spatial 
network at the travel destination comprises V nodes, at any given sampling time s, a 
vector A a a a

s s s s

V� � �1 2, ,  with a length of V can be obtained, representing the distri-
bution of tourists across nodes at time s. Based on the data records A = (A1, A2, …, ASo) 
from the past So periods, the model predicts the distribution of tourists for future Sd 
time periods. To facilitate personalized recommendations, the model further inte-
grates each tourist’s historical behavior data and preference information, merging 
the spatial node feature vectors with individual behavioral characteristics to adjust 
and optimize the prediction results. Ultimately, the predictive outcomes provided 
by the model serve as a foundation for personalized travel itinerary planning, 
aiding tourists in arranging their visitation routes and timings effectively, thereby 
enhancing the travel experience.

Fig. 1. Structure of the mobile predictive model for personalized travel itinerary planning

2.1	 STGCN	components	based	on	an	attention	mechanism

The planning of travel itineraries involves a vast array of complex spatio- 
temporal data, encompassing the behavior patterns of tourists at various moments 
and locations. Moreover, tourist attractions, transportation hubs, and other signifi-
cant nodes within the tourism network possess distinct attributes and connectivity 
relations, with varying degrees of attraction to tourists at different sites and moments 
in personalized travel itinerary planning. Therefore, the model constructed employs 
STGCN as its foundational element. It considers the dynamics of time series while 
processing spatial relations, adapting to the periodic and seasonal characteristics 
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of tourism activities, thereby enhancing prediction accuracy. An attention mech-
anism is also integrated into the model, enabling dynamic adjustments in focus 
towards different nodes and time points, accentuating the impact of key nodes and 
critical moments.

Initially, the model constructs a spatial structure network graph H = {N, R, μ} of 
tourist attractions and transportation nodes, where N represents the set of nodes, 
R denotes the set of edges, and μ signifies the weight of the edges. The unit matrix is 
represented by U, while the adjacency matrix X and the degree matrix F represent the 
connectivity between nodes and the connectivity count of each node, respectively. 
The computation is as follows:
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Under the framework of spectral graph theory, graph convolution operations typ-
ically rely on the graph’s Laplacian matrix or normalized Laplacian matrix. These 
matrices are instrumental in capturing the global topological information of the 
graph structure, with the formulas calculated as follows:

 M = F - X (3)
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In the specific computations, for a signal a on the graph, such as tourist traffic 
flow or other features on nodes, its Fourier inverse transform is represented as 
a∧ = Ia∧, where I is the eigenvector matrix of the Laplacian matrix. According to 
the convolution theorem, signal convolution simplifies to point-wise multiplica-
tion in the frequency domain, with the result obtained via the inverse Fourier 
transform.
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Personalized travel itinerary planning involves a vast array of tourist attractions, 
transportation nodes, and tourist behavior data, which form graphs of consider-
able scale. The traditional method of spectral graph convolution, which requires 
eigen decomposition of the Laplacian matrix, faces high computational complexity, 
making it inefficient for large-scale graph data. Consequently, direct application of 
traditional spectral graph convolution poses significant challenges in terms of per-
formance and computational resources. To overcome this difficulty, an effective 
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solution is the approximation of the convolution kernel hϕ(Λ) using a truncated 
K-order Chebyshev polynomial. Assuming the scaled eigenvalue matrix is repre-
sented by � �� �2 /�

MAX V
U , where ηMAX represents the maximum eigenvalue of the 

Laplacian matrix, the formula is given as:
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The recursive relation of the Chebyshev polynomial is as follows:
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In terms of the activation function of the graph convolution module, the ReLU 
function was chosen. Thus, for the graph structure model H and the graph signal a, 
the output of the graph convolution module is as follows:
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Personalized travel itinerary planning necessitates accurate predictions of tourist 
crowd density at various attractions and transportation nodes in the future. The 
accuracy of such predictions depends on the effective utilization of historical data 
and a profound understanding of spatial-temporal relationships. Thus, a graph 
signal time series of a certain length [a1, a2, …, aS] was constructed, with each as rep-
resenting the crowd density at various attractions or transportation nodes at time s. 
Furthermore, graph convolution operations were employed to process the spatial 
dimension features. Graph convolution is effective in capturing the movement of 
tourists between adjacent attractions or the connectivity between transportation 
nodes. Through graph convolution, the features of each node in the entire spatial 
network can be extracted, reflecting the complex relationships between nodes and 
their neighboring nodes. Subsequently, features processed by graph convolution 
undergo extraction along the temporal dimension. Conventional two-dimensional 
convolution was utilized in this study to handle time series data. Sliding over the 
time dimension, the convolution kernels capture patterns and trends within the 
time series. For example, certain attractions may experience peak visitor flows 
during specific time periods. These temporal patterns can be identified through two- 
dimensional convolution, enabling predictions of future moments. Figure 2 presents 
a schematic diagram of the spatio-temporal convolution operations. Assuming the 
convolution kernel parameters for the time dimension are represented by Θ and the 
output from the previous spatio-temporal convolution module is represented by 
a(m-1), the expression for the spatio-temporal convolution module is formulated 
as follows:
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Fig. 2. Schematic diagram of spatio-temporal convolution operations

Personalized travel itinerary planning involves processing a substantial volume 
of spatio-temporal data, which typically exhibits complex tidal and directional char-
acteristics. Although traditional weighted, undirected graph models can capture 
spatial and temporal relationships, they fail to effectively reflect the directionality 
of user movements. The attention mechanism, by assigning different weights to var-
ious temporal and spatial information, selectively focuses on the information most 
crucial for the current prediction. This approach enables the model to better cap-
ture user behavior patterns at specific moments and locations, enhancing prediction 
accuracy. Specifically, in the temporal dimension, by calculating the attention weight 
matrix for the time dimension, the model is able to identify the time points that are 
most critical for predicting user behavior. This process involves normalizing time 
series data to ensure comparability across different time points. The obtained tem-
poral dimension attention weight matrix was used to adjust subsequent data inputs, 
enabling the model to more accurately capture user behavior patterns during spe-
cific time periods. This step assists the model in adapting more flexibly to changing 
time patterns when handling the tidal characteristics of user group movements in 
daily life. Assuming the input to the e-th layer spatio-temporal convolution module is 
represented by A(e-1) = (A1, A2, …, ASe-1), the number of input channels to the e-th layer 
spatio-temporal convolution module is represented by Ze-1, and the sequence length 
of the time dimension is represented by Se-1. The model’s trainable parameters are 
represented by Nr, yr, Q1, Q2, and Q3, and the activation function by δ. The dynamic 
weight matrix for the current layer is represented by R, with Ruk representing the 
dependency strength between two nodes. The formulas for calculating the attention 
weight matrix are as follows:
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Before further feature extraction, the data was adjusted using the normalized 
time-dimension attention weight matrix.
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In the spatial dimension, a similar method was employed to generate the attention 
weight matrix for the spatial dimension. This matrix was used to identify and adjust 
spatial information, enabling the model to better capture the characteristics of user 
behavior at different locations.
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Assuming the element-wise Hadamard product is denoted by *, the graph convo-
lution operation formula, incorporating the attention weight matrix, is as follows:
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The output form of the e-th layer spatio-temporal convolution module, as shown 
below, integrates the adjusted temporal and spatial information mentioned above, 
allowing the model to fully utilize the key features of the time and space dimensions at 
each layer. This multilevel feature extraction and adjustment mechanism ensures that 
the model can more accurately predict user movement behaviors, thereby providing 
more precise and personalized suggestions for personalized travel itinerary planning.
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2.2	 Spatial	node	embedding	vector	components

Low-dimensional embedding vectors of spatial nodes can effectively capture and 
represent the pedestrian traffic characteristics within a region, including critical 
information such as the periods of peak traffic. These details are crucial for predicting 
the movements and behaviors of tourists in travel itinerary planning. The varying 
characteristics of pedestrian traffic at different tourist sites and regions during 
various periods are essential for the model to accurately predict tourist behavior, 
thereby providing more reasonable and personalized itinerary suggestions. The 
heterogeneous information network of user behavior provides a wealth of tem-
poral and spatial information. Through methods of representation learning in the 
heterogeneous information network, the feature vectors of nodes within these net-
works can be effectively extracted. By integrating these feature vectors with one-hot 
encoding vectors of the moments to be predicted, the association between different 
moments and spatial nodes can be better captured. This association is vital for 
understanding the behavior patterns of tourists at different moments and locations, 
aiding the model in making more precise predictions within the complex and vari-
able tourism environment. The feature vectors of spatial nodes are denoted by rNO, 
and the one-hot encoding vectors for the moments to be predicted are denoted 
by rs. A fully connected neural network was employed in this study to process rNO 

https://online-journals.org/index.php/i-jim


 24 International Journal of Interactive Mobile Technologies (iJIM) iJIM | Vol. 18 No. 17 (2024)

Ding et al.

and rs, enhancing the model’s capability to integrate and process spatio-temporal 
information. In this manner, the model can more comprehensively understand and 
utilize the crucial features in the spatio-temporal dimension, improving the overall 
accuracy and reliability of predictions. The expression for the output of the overall 
model is given below:

 B̂ Q B Q B
V V N N

� �� �  (18)

The characteristics of the mobile predictive model constructed for personalized 
travel itinerary planning can be summarized as follows:

a) The model comprehensively considers the information in both temporal and spa-
tial dimensions within the graph neural network components, utilizing STGCN as 
the foundational element. This enables accurate capture of tourists’ movement 
patterns at different moments and locations, ensuring the model’s sensitivity and 
adaptability to spatio-temporal dynamics, which is crucial for travel itinerary 
planning since tourist behaviors are often influenced by both time and space.

b) In response to the tidal and directional dynamic characteristics of user group 
mobility, an attention mechanism was introduced. This mechanism enhances 
the model’s ability to capture important features and assigns different weights 
to various temporal and spatial nodes, allowing the model to flexibly respond to 
complex dynamic changes and improve prediction performance. This is particu-
larly significant in personalized travel itinerary planning, where tourists’ move-
ment patterns are frequently irregular and variable, and accurate capture of 
these dynamic features can provide more precise itinerary suggestions.

c) Experimental verification has shown that spatial node embedding vectors from the 
heterogeneous user behavior network contain a wealth of regional feature infor-
mation, such as the timing of peak pedestrian traffic. These features reflect the user 
behavior patterns of specific areas, aiding in enhancing the model’s predictive per-
formance. Hence, this information was incorporated as an independent component 
into the constructed model in this study. This component provides a more detailed 
analysis of regional characteristics, enabling the model to better understand and uti-
lize the features of different attractions and regions in personalized travel itinerary 
planning, thus offering tourists more personalized and optimized itinerary options.

3	 EXPERIMENTAL	RESULTS	AND	ANALYSIS

a) Natural landscapes b) Cultural and historical sites

Fig. 3. (Continued)

https://online-journals.org/index.php/i-jim


iJIM | Vol. 18 No. 17 (2024) International Journal of Interactive Mobile Technologies (iJIM) 25

Intelligent Tourism: Innovative Applications of Mobile Technology in Personalized Travel Planning

c) Modern entertainment venues

Fig. 3. Distribution of mobile visits to tourist attractions in personalized itinerary planning

According to the data presented in Figure 3, significant differences can be 
observed in the distribution of visit frequencies to various types of tourist attractions 
within a 24-hour period. For natural landscape attractions, the majority of visits are 
concentrated in the morning and afternoon, particularly between 6:00–12:00 and 
12:00–18:00, with the highest visit frequency occurring during the morning period 
(130 visits) and the afternoon period (125 visits) at Tourist Attraction 1. The peak visit 
times for cultural and historical sites are primarily in the morning and afternoon, 
with notably higher visit frequencies during the 6:00–12:00 and 12:00–18:00 intervals, 
where Tourist attraction 1 recorded 35 and 40 visits, respectively. Modern entertain-
ment venues exhibit high visit frequencies throughout the day, especially during the 
early morning (0:00–6:00) and evening (18:00–24:00) periods, with Tourist Attraction 
1 receiving 70 visits in the early morning and 150 visits in the evening. These distribu-
tions of visit frequencies indicate significant temporal patterns in tourists’ visit times 
to attractions, providing crucial references for personalized travel itinerary planning. 
Natural landscape sites are generally more popular during the daytime, possibly due 
to ample daylight suitable for outdoor activities and sightseeing. Visits to cultural and 
historical sites peak in the morning and afternoon, probably because these attractions 
are often associated with educational and historical learning, and visitors prefer to 
visit during the time when they are mentally alert. Whereas modern entertainment 
venues experience high visitation distributed throughout the day, particularly during 
midnight and evening periods, reflecting their entertainment and leisure character-
istics suitable for nightlife and all-day entertainment activities. Based on these find-
ings, the mobile predictive model for personalized travel itinerary planning can more 
accurately capture tourists’ time preferences, optimizing visit schedules to enhance 
satisfaction with the tourism experience and the rationality of the itinerary.

Table 1. Comparison of experimental results of different prediction methods

Model
Sample 1 Sample 2

RMSE MAPE RMSE MAPE

ASTGCN 50.24 29.56% 49.36 29.58%
ST-GAT 48.26 28.45% 47.56 28.54%
ST-VAE 32.54 17.23% 34.25 19.35%
LSTM 37.58 20.31% 36.21 20.14%
GRU-GCN 29.65 14.56% 19.58 15.36%
STGCN 30.12 15.36% 29.65 15.48%
Bi-LSTM-GCN 27.89 14.59% 28.12 14.23%
The model proposed in this study 26.35 12.36% 25.26 12.23%
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It is evident from Table 1 that the model proposed in this study exhibits supe-
rior performance across all evaluation metrics. Specifically, the model achieved 
a root mean square error (RMSE) of 26.35 and a mean absolute percentage 
error (MAPE) of 12.36% in Sample 1, while the RMSE was 25.26 and the MAPE 
was 12.23% in Sample 2, both significantly lower than those of the compara-
tive models. By contrast, the traditional attention-based spatial-temporal graph 
convolutional network (ASTGCN) model recorded an RMSE of 50.24 and 49.36 
and a MAPE of 29.56% and 29.58% in Samples 1 and 2, respectively. Although 
the Spatio-Temporal Variational Autoencoder (ST-VAE) and Bi-directional Long 
Short-Term Memory (Bi-LSTM)-Graph Convolutional Network (GCN) models per-
formed relatively well on some metrics, they were unable to surpass the per-
formance of the proposed model. For instance, the Bi-LSTM-GCN recorded an 
RMSE of 27.89 and a MAPE of 14.59% in Sample 1, and an RMSE of 28.12 and 
a MAPE of 14.23% in Sample 2, both of which are higher than those of the pro-
posed model. These results demonstrate that the STGCN components based on the 
attention mechanism and spatial node embedding vector components proposed 
in this study have a significant advantage in capturing temporal and spatial 
dynamics. This advantage is reflected not only in prediction accuracy but also 
in the model’s stability and generalizability. In contrast, although the traditional 
STGCN and recurrent neural networks are capable of capturing certain spatio- 
temporal features, they struggle with the dynamic complexities of travel itin-
erary changes. Furthermore, the proposed model, through in-depth analysis of 
tourism scenarios and tourist preferences, achieves more precise personalized 
itinerary recommendations and optimizations, providing a more efficient and 
reliable solution for travel itinerary planning. This further attests to the excep-
tional performance of the attention-based STGCN and spatial node embedding 
vectors in enhancing the accuracy and response speed of itinerary planning.

Fig. 4. Variation of RMSE with sampling interval for different prediction methods

Data from Figure 4 indicate that as the sampling interval time increases, the RMSE 
values for all models generally exhibit an upward trend, but there are notable differ-
ences in the magnitude and absolute values of these increases. The model proposed 
in this study consistently shows the lowest RMSE values across all sampling intervals. 
For example, at a sampling interval of 0 minutes, the RMSE of the proposed model 
is 26, while at an interval of 60 minutes, the RMSE increases to 31, still the lowest 
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among all models. In contrast, the RMSE of the ASTGCN model rises from 50 to 81, and 
the RMSE of the spatial-temporal graph attention network (ST-GAT) model increases 
from 48 to 82, reflecting significant error growth. It is noteworthy that models such 
as ST-VAE, long short-term memory (LSTM), and gated recurrent unit (GRU)-GCN also 
show a notable rise in RMSE as the sampling interval increases. However, their rates 
of increase and absolute values remain higher than those of the proposed model. 
These experimental results demonstrate that the STGCN components based on the 
attention mechanism and spatial node embedding vector components proposed in 
this study effectively capture and process the temporal and spatial dynamics in travel 
itineraries at various sampling intervals, maintaining a lower prediction error. This 
stability and low error rate highlight the model’s robustness and generalizability when 
dealing with changes in sampling intervals. By contrast, traditional models such as 
ASTGCN and ST-GAT exhibit significant error accumulation with increasing sampling 
intervals, indicating their shortcomings in capturing long-term dynamic changes.

Fig. 5. Variation of MAPE with sampling interval for different prediction methods

Data from Figure 5 indicate that as the sampling interval time increases, the MAPE 
values for all models generally exhibit an upward trend. However, there are notable 
differences in the growth rates and absolute values between models. The model pro-
posed in this study consistently shows the lowest MAPE values across all sampling 
intervals. For instance, at a sampling interval of 0 minutes, the MAPE of the proposed 
model is 16, while at an interval of 60 minutes, the MAPE rises only to 21, still the 
lowest recorded. In contrast, the MAPE of the ASTGCN model increases from 33 to 59, 
indicating a significant rise. The MAPE of the ST-GAT model increases from 32 to 56, 
and that of the ST-VAE and the LSTM increases from 23 to 38 and from 27 to 40, 
respectively. Other models, such as Bi-LSTM-GCN, GRU-GCN, and STGCN, also show a 
noticeable increase in MAPE with increasing sampling intervals, but their final abso-
lute values remain higher than those of the proposed model. These experimental 
results demonstrate that the STGCN components based on the attention mechanism 
and spatial node embedding vector components proposed in this study effectively 
capture and process the temporal and spatial dynamics in travel itineraries at vari-
ous sampling intervals, maintaining a lower prediction error. This stability and low 
error rate underscore the model’s robustness and generalizability when dealing 
with changes in sampling intervals. In contrast, traditional models such as ASTGCN 
and ST-GAT exhibit significant error accumulation with increasing sampling inter-
vals, indicating their deficiencies in capturing long-term dynamic changes.
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4	 CONCLUSION

A mobile predictive model for personalized travel itinerary planning was 
proposed in this study, primarily composed of STGCN components based on the 
attention mechanism and spatial node embedding vector components. The STGCN 
components are capable of comprehensively capturing the dynamic temporal 
and spatial features within travel itineraries, thereby enhancing the accuracy 
and response speed of itinerary planning. The spatial node embedding vector 
components, through in-depth analysis of tourism scenarios and tourist prefer-
ences, can achieve personalized itinerary recommendations and optimizations. 
Experimental results demonstrate that the proposed model exhibits significant 
advantages in the distribution of mobile visits to tourist attractions across natural 
landscapes, cultural and historical sites, and modern entertainment venues, accu-
rately reflecting tourists’ actual behavior patterns. In comparative experiments 
with different prediction methods, whether in terms of RMSE or MAPE, the pro-
posed model consistently shows the lowest error across various sampling inter-
vals, confirming its superior predictive performance and stability. This study 
holds significant value in the field of personalized travel itinerary planning. By 
incorporating the STGCN components based on the mechanism attention, the 
model effectively captures the complex dynamic features within travel itineraries, 
improving prediction accuracy and response speed. Moreover, the spatial node 
embedding vector components, through deep analysis of tourism scenarios and 
tourist preferences, provide more personalized itinerary recommendations, meet-
ing the diverse needs of tourists. This not only enhances the user experience but 
also offers an intelligent solution for the tourism industry, aiding in the digital 
transformation of the sector.
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