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Exploring a Mobile Technology-Driven Model 
for Intercultural Communication Education

ABSTRACT
In the context of accelerating globalization, intercultural communication competence has 
become a crucial element for the success of individuals and organizations. The frequent inter-
national interactions have underscored the importance of enhancing methods for improving 
intercultural communication skills within the educational sector. The rapid advancement of 
mobile technology offers unprecedented opportunities for educational innovation. Its conve-
nience and widespread use have made mobile device-based learning models highly attractive. 
Particularly, advancements in real-time speech processing technologies have provided new 
tools and methods for intercultural communication education. By leveraging mobile real-time 
speech detection and synthesis technologies, a more interactive and personalized learning 
experience can be achieved, thereby enhancing the efficiency and effectiveness of language 
learning. This study aims to explore a mobile technology-based model for intercultural com-
munication education and is divided into three main parts: firstly, the investigation of mobile 
real-time speech detection technologies aimed at intercultural communication education to 
provide instant feedback and improvement suggestions; secondly, the exploration of mobile 
real-time speech synthesis technologies to generate high-quality speech samples for learners 
to practice against; and thirdly, the integration of the aforementioned technologies to develop 
a flexible, efficient, and highly interactive learning system based on mobile technology. This 
study is expected to not only improve the effectiveness of intercultural communication edu-
cation but also provide significant references for the innovative application of educational 
technologies.

KEYWORDS
intercultural communication education, mobile technology, real-time speech detection, 
real-time speech synthesis, educational model innovation

1	 INTRODUCTION

In the era of deepening globalization today, the ability to communicate across 
cultures has been identified as a crucial factor for the success of individuals and 
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organizations [1–3]. With international exchanges becoming increasingly frequent, 
the effective enhancement of intercultural communication skills has emerged as an 
urgent issue within the field of education. The rapid development of mobile technol-
ogy has provided new opportunities for innovation in education. The convenience 
and ubiquity of mobile devices have gradually drawn attention to learning models 
based on this technology [4–6]. Particularly, the advancement in real-time speech 
processing technologies offers new tools and methods for education in intercultural 
communication. These technologies enable more interactive and personalized learn-
ing experiences through real-time speech detection and synthesis on mobile devices, 
thereby improving the efficiency and effectiveness of language learning [7, 8].

A study indicates that language learning facilitated by mobile technology can 
break the constraints of time and space and can also be customized to meet the 
individual needs of learners, significantly enhancing both learning outcomes and 
learner engagement [9–11]. Moreover, intercultural communication education 
involves not only the mastery of language skills but also the cultivation of under-
standing and adaptability to different cultural backgrounds [12, 13]. The application 
of mobile technology promises to integrate these aspects, providing learners with a 
more comprehensive and profound education in intercultural communication.

However, existing study methods exhibit certain flaws and limitations. On the 
one hand, many models of intercultural communication education still rely on tra-
ditional classroom teaching and unidirectional language instruction, lacking inter-
activity and personalization [14–17]. On the other hand, although some studies have 
attempted to incorporate mobile technology, most remain at the basic level of lan-
guage learning applications and fail to fully leverage the advantages of real-time 
speech detection and synthesis technologies [18, 19]. Additionally, existing studied 
often overlook the characteristics of speech communication across different cultural 
backgrounds, thus failing to provide effective training in intercultural communica-
tion skills.

This study aims to develop a mobile technology-based model for intercultural 
communication education, focusing on three key areas. First, it explores mobile real-
time speech detection technologies to provide precise pronunciation feedback for 
learners. Second, it investigates how mobile real-time speech synthesis can produce 
high-quality samples for practice. Finally, the study aims to create a flexible and 
interactive learning system by integrating these technologies. This study enhances 
the effectiveness of intercultural communication education and offers valuable 
insights for innovative educational technology applications.

2	 MOBILE	REAL-TIME	SPEECH	DETECTION	FOR	INTERCULTURAL	
COMMUNICATION	EDUCATION

To address the needs of real-time speech detection in mobile intercultural com-
munication education, a compact native replay speech detection model integrating 
a convolutional feature extractor with a compact neural architecture was pro-
posed in this study. The training principle aims to ensure the model’s lightness and 
high accuracy on mobile devices. The model architecture is illustrated in Figure 1. 
Initially, a local data preprocessing module computes acoustic features, followed by 
the extraction of local dependency features using multi-layer convolution opera-
tions. The employed convolutional feature extractor consists of one-dimensional 
convolutional layers, batch normalization layers, and LeakyReLU non-linear trans-
formation layers. A one-dimensional convolution block with a stride of 10 and a 
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kernel size of 3 × 128 × 6 generates a tensor of dimensions 10 × 128 × 6 and sub-
jects it to batch normalization and non-linear transformation to enhance feature 
expressiveness. Owing to the convolution structure’s limitations in capturing long-
term contextual information, a structure of neural circuit policies (NCP) based on 
CfC neurons was incorporated to address this deficiency. Through its non-linear, 
time-varying synaptic transmission mechanism, this structure efficiently processes 
time-series data and expresses time-dependent features (FNCP). The NCP comprises 
a four-layer network topology, including sensory neurons VT, intermediate neurons 
VU, command neurons VZ, and decision neurons Vl. This setup utilizes feedforward 
connections and highly recurrent connections to ensure network compactness and 
efficiency. Ultimately, the model undergoes non-linear mapping through a fully con-
nected layer and optimizes client parameters using the cross-entropy loss function 
to ensure high accuracy. In the application scenario of intercultural communica-
tion education, the model is capable of real-time speech input detection on mobile 
devices, recognizing speech features from different cultural backgrounds, and 
providing immediate feedback and support. This promotes language learning and 
intercultural communication. By integrating a convolutional feature extractor with 
a compact neural architecture, not only does the model enhance the accuracy and 
speed of speech detection, but it also provides robust technical support for inter-
cultural communication education, ensuring efficient operation on resource-limited 
mobile devices.

Fig. 1. Architecture of the mobile real-time speech detection model

In the constructed mobile real-time speech detection model, the NCP plays 
a pivotal role as a compact and efficient neural connection strategy. Initially, the 
convolutional feature extractor extracts local dependency features from the input 
speech and subsequently passes them to the sensory neurons of the NCP as per-
ceptual input. Within the NCP, sensory neurons VT receive features extracted by 
the convolution, DZ, and transmit them to intermediate neurons VU and command 
neurons VZ for further processing, ultimately culminating in predictive outputs by 
the decision neurons Vl. The four-item unique connection strategy of NCP further 
optimizes the compactness and computational efficiency of the neural network: 
a) The basic network structure was constructed by incorporating VT, VU, VZ, and 
Vl; b) Random synaptic connections, based on Bernoulli and binomial distribu-
tions, were inserted between every two consecutive layers, ensuring the network’s 
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randomness and diversity; c) Supplementary connections were made for neurons 
without synaptic connections to enhance network connectivity; d) Recurrent con-
nections were executed on the command neurons VZ, further amplifying the prop-
agation and integration of information within the network. To enhance detection 
speed, NCP utilizes closed-type CfC neurons for mapping. The time constant parame-
ter vector is denoted by μπ, the bias vector by X, the ϕ parameterized neural network 
by d, and the Hadamard product by *. The initial state of the CfC neurons can be 
determined by the following equation:

 dA

db
d A D A s X d A D

RE RE
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The state update equation for the CfC neurons at the s-th time step is given by the 
following equation:
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Building upon the integrated convolutional feature extractor and compact neural 
architecture previously described, the mobile real-time speech detection model fur-
ther incorporates the concept of federated aggregation combined with differential 
privacy. This approach not only ensures the security of user speech data during 
local processing and transmission but also provides efficient and accurate speech 
detection services for practical applications in intercultural communication educa-
tion. The framework of this model employs differential privacy algorithms to safe-
guard the security of local model parameters, denoted as ϕ

z
s, during transmission. 

Specifically, differential privacy protection is afforded at two critical stages: the 
upload phase and the broadcast phase. During the upload phase, the server ini-
tially initializes global parameters ϕ0 and sets the privacy level parameters (γ, σ). 
After local model training, clients employ the Gaussian mechanism, denoted as H, 
to add noise λ

z
s to the trained parameters ϕ

z
s, ensuring that the magnitude of noise 

(δ ) meets the (γ, σ)-DP conditions. These noised parameters, ϕ
z
s~ , are then uploaded 

to the server for federated averaging aggregation. In the broadcast phase, the server 
updates the aggregated global parameters ( )ϕ

z
s  and, in compliance with differen-

tial privacy requirements, adds additive noise (λt) to obtain ϕ
z
s~ . These new global 

parameters ( )~ϕ
z
s  are broadcast back to the clients, ensuring privacy protection 

during transmission. This method enables each round of federated training to pro-
gressively optimize the global model while safeguarding user privacy until the pre-
determined number of training rounds is reached, culminating in a comprehensive 
global speech detection model.

3	 MOBILE	REAL-TIME	SPEECH	SYNTHESIS	FOR	INTERCULTURAL	
COMMUNICATION	EDUCATION

A mobile real-time speech synthesis model tailored for intercultural communica-
tion education was developed in this study, integrating pitch and energy predictors 
with a lightweight convolutional neural network (CNN). This model aims to facilitate 
smooth communication and interaction across various cultural and linguistic back-
grounds through effective speech synthesis and detection techniques. It comprises 
four main components: a phoneme encoder, a duration predictor, pitch/energy pre-
dictors, and a decoder.
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3.1	 Lightweight	convolution	module

In the application scenario of intercultural communication education, the speech 
synthesis model should not only efficiently process and generate the target lan-
guage’s speech but also dynamically adapt to the phonetic features and rhythms 
of different languages. To ensure that phonetic features are effectively preserved 
and processed across various linguistic environments while considering the limited 
computational resources of mobile devices, a lightweight convolution module was 
introduced in this study. This module addresses the issue of missing context pho-
neme associations in the non-autoregressive model. The framework is depicted in 
Figure 2. Specifically, the lightweight convolution module in the model consists of a 
linear layer, a Gated Linear Unit (GLU), and lightweight convolution. The input to the 
module first undergoes processing by the linear layer, projecting and mapping the 
dimensions of the input from V × f to V × 2f. This step primarily prepares for the sub-
sequent gating mechanism. Then the output of the linear layer enters the GLU layer. 
The GLU layer enhances the convolution structure by incorporating a gating mecha-
nism, where half of the input serves as the gating units and the remaining half as the 
input variables for the gating units, with point-wise multiplication being computed 
subsequently. Assuming the input variables to the gating units are denoted by A, the 
convolutional network by CNN, and the element-wise multiplication by matrices is 
denoted by ⊗, the operation equation for the GLU layer is provided as follows:

 gm (A) = A + CNN (A) ⊗ CNN (A) (3)

Assuming the convolution kernel is denoted by Q, the number of attention heads 
by G, the size of the convolution kernel by j, the input and output by A and P, respec-
tively, the vector dimension of the input by V, the number of input channels by f, the 
number of output channels by z, the number of multi-head attention by G, the total  
number of output channels by f, which head the output belongs to by zG/f, and 

the percentage of channel number z in the total number of channels f by z

f

�

�
�

�

�
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LightConv and DeepwiseConv are denoted by LC and DC, respectively. The output of 
the u-th phoneme in the lightweight convolution sequence can be obtained through 
the following equation:
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3.2	 Phoneme	encoder	module

In the application scenario of intercultural communication education, higher 
demands are placed on the speech synthesis model. The model is required not only 
to generate accurate speech but also to demonstrate good adaptability across differ-
ent languages and cultural backgrounds. For this purpose, a phoneme encoder mod-
ule was established in this study to transform input phonemes into phoneme hidden 
features enriched with semantic information, thereby laying a solid foundation for 
the subsequent speech generation process.

Specifically, the phoneme encoder utilizes an embedding layer to represent the 
input phonemes as a sequence of continuous one-hot vectors, transforming discrete 
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phonemes into continuous vector representations that can be processed by the 
model, thus ensuring the effective transmission of phoneme information. Then pho-
neme features are further extracted in conjunction with the lightweight convolution 
module. The role of this module is to utilize its efficient convolution operations to 
capture the local dependencies between phonemes, enhancing the model’s gener-
alization ability. The one-hot variables generated by the front-end network com-
prising the embedding layer and the lightweight convolution module subsequently 
enter the residual convolution module. The residual convolution module leverages 
the powerful feature extraction capabilities of CNNs to further extract phoneme 
hidden features rich in semantic information. The introduction of a residual struc-
ture not only enhances the depth of feature extraction but also effectively avoids 
the problem of gradient vanishing, allowing the model to capture more complex 
phoneme relationships. Following the front-end network and residual convolution 
module, the phoneme encoder’s backend network consists of a lightweight convo-
lution module and a normalization module. The design of this part aims to perform 
more detailed feature extraction, ensuring the robustness of the phoneme sequence 
representation. The normalization module plays a role in balancing feature distribu-
tion and accelerating model convergence, further enhancing the quality of phoneme 
representation. Assuming the input sequence is represented by A = {a1, a2, a3, …, aV}, 
where au represents the u-th phoneme in the input text or text and V denotes the 
total length of the input phonemes. The output sequence of the phoneme encoder is 
represented by C = {c1, c2, c3, …, cV}, and the phoneme encoding process can be char-
acterized by the following equation:

 C = EC (A) (5)

3.3	 Duration	predictor	module

Intercultural communication education involves a variety of languages and pro-
nunciation habits, where the rhythm and phoneme duration may significantly differ 
across languages. For this reason, a duration predictor module was integrated into 
the model. The framework of this module is depicted in Figure 2. The core task of the 
duration predictor is to assign an appropriate number of Mel-spectrogram frames to 
each phoneme. By accurately predicting the duration of each phoneme, the gener-
ated speech is ensured to align more closely with the natural pronunciation patterns 
of the target language, thereby enhancing the naturalness and intelligibility of the 
synthesized speech.

Fig. 2. Framework of the duration predictor module
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The module comprises a lightweight convolution module and a residual convolu-
tion module. The former is responsible for the initial extraction of temporal features 
from the input phonemes, capturing the temporal dependencies between phonemes 
through efficient convolution operations. The latter further processes the temporal 
features extracted by the lightweight convolution module. The introduction of a 
residual structure significantly enhances the depth and complexity of the model, 
enabling it to capture more detailed temporal patterns. The input and output of the 
duration predictor are the phoneme sequence outputted by the phoneme encoder 
and a sequence of phoneme durations, respectively. Assuming the output phoneme 
duration sequence is represented by F = {f1, f2, f3, …, fV}, where fu represents the pre-
dicted duration for the u-th phoneme in the input sequence. The actual phoneme 
duration sequence is denoted by S = {s1, s2, s3, …, sV}, where su represents the actual 
duration of each phoneme. The set of errors between the predicted and actual pho-
neme durations is denoted by LOSSDU, where each error between the predicted and 
actual values for each phoneme is represented by mk. The expression for the pho-
neme duration prediction process is provided in the following equations:

 LOSSDU = {m1, m2, m3, …, mv} (6)

 m
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3.4	 Pitch/energy	predictor	module

In the application scenario of intercultural communication education, learners 
from different linguistic and cultural backgrounds are required to adapt to vari-
ous pronunciation habits and prosodic features. The pitch and energy predictors 
set up in the model enrich the generated speech with more prosodic information, 
addressing the issue of incoherent audio generation. This enhancement makes the 
speech more natural in tone, stress, and rhythm, aligning it with the phonetic char-
acteristics of the target language. The framework is depicted in Figure 4. The com-
putation process of the pitch and energy predictors begins with the extraction of 
hidden sequence features through a one-dimensional convolution layer. This is fol-
lowed by a non-linear transformation via a Relu activation layer. The activated hid-
den variables are then normalized through a normalization layer, which not only 
accelerates the convergence of the model but also enhances its stability. To further 
increase the robustness of the model, a dropout method was introduced during the 
computation to effectively prevent overfitting. Finally, the results are transformed 
into the same dimensions as the expanded hidden sequence through a linear map-
ping by the linear layer. Assuming the expanded phoneme hidden sequence is 
denoted by J = {j1, j2, j3, …, jM}, where M represents the maximum Mel scale value of 
the Mel spectrogram. The output sequence of the pitch predictor is represented by 
O = {o1, o2, o3, …, oM}, and the output sequence of the energy predictor is represented 
by R = {r1, r2, r3, …, rM}. The pitch predictor is denoted by PP, and the energy predictor 
by EP. The expressions for the processes of pitch and energy prediction are given by:

 O = PP (J) (8)

 R = EP (J) (9)
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3.5	 Decoder	module

During intercultural communication education, learners from various linguis-
tic and cultural backgrounds should handle complex pronunciation and prosodic 
features. In the mobile real-time speech synthesis model designed for intercultural 
communication education, the decoder module combines pitch and energy informa-
tion with the phoneme hidden sequence. The generated Mel-spectrogram accurately 
reflects the prosodic and tonal characteristics of the target language. This not only 
aids learners in better mimicking and mastering foreign language pronunciations 
but also enhances their understanding and perception of language prosody and 
rhythm. In the implementation process, the decoder initially receives outputs from 
the pitch and energy predictors, which contain the pitch and energy information for 
each frame. Simultaneously, the decoder receives the expanded phoneme hidden 
sequence that includes the temporal dynamics needed for speech generation. By 
integrating this input data, the decoder is capable of generating a Mel-spectrogram 
that conforms to the characteristics of the target language. Assuming the output of 
the decoder is represented by L = {l1, l2, l3, …, l80}, the expanded phoneme hidden 
sequence by J, and the decoder itself by DE. The variable concatenation operation 
is denoted by CAT. The means of the Gaussian functions fitted after comparing 
both actual and predicted values are denoted by ωh and ωl, while the variances are 
denoted by δh and δl. The structural similarity loss function is denoted by LOSSss, 
the mean absolute error function by LOSSm1, and the overall model loss by LOSSME. 
The decoding process can be characterized by the following equations:

 L = DE (CAT (J, O, R)) (10)
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4	 EXPLORATION	OF	A	MODEL	FOR	INTERCULTURAL	
COMMUNICATION	EDUCATION	BASED	ON	MOBILE	TECHNOLOGY

Based on the mobile real-time speech detection and synthesis model developed 
for intercultural communication education, a new educational model was explored 
in this study. This model fully utilizes mobile technology and speech processing tech-
niques to provide a flexible, efficient, and interactive learning experience. Through 
the mobile real-time speech detection and synthesis model, learners can practice lan-
guages at any time and any place. Real-time speech detection captures the learners’ 
pronunciations and promptly provides feedback, identifying pronunciation errors 
and suggesting improvements. The speech synthesis module can generate standard 
speech samples for learners to practice against. This instant feedback mechanism 
significantly improves learners’ pronunciation accuracy and learning efficiency.

Each learner has a unique language learning background and needs. The speech 
model based on mobile technology can collect and analyze learners’ speech data 
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to provide personalized learning content and recommendations. The system can 
customize pronunciation exercises, intonation adjustments, and prosodic training 
based on the learner’s pronunciation characteristics, helping them to master the 
target language more effectively. With speech synthesis technology, learners can 
engage in simulated intercultural speech interactions. The system can synthesize 
speeches with different accents, speeds, and tones, simulating real intercultural 
communication scenarios. Learners can interact with these simulated speeches to 
practice various vocal communication strategies and enhance their capabilities in 
real intercultural interactions.

Mobile devices enable learners to study languages anytime and anywhere, unre-
stricted by time and place. Combined with the real-time speech detection and syn-
thesis model, learners can utilize fragmented time for efficient language practice, 
greatly enhancing learning flexibility and convenience. Additionally, the mobile 
platform can integrate social features, allowing learners to join intercultural learn-
ing communities, share learning experiences, practice together, and correct each 
other’s pronunciation errors. Through community interaction, learners can access 
more learning resources and support, creating a conducive learning atmosphere 
and promoting sustained and in-depth language learning.

Incorporating various media forms such as speech, text, images, and video, a rich 
array of learning content and diverse methods are provided. Learners can enhance 
their understanding of language usage and customs across different cultural back-
grounds by watching videos with speech synthesis explanations and listening to 
standard pronunciations. This multimodal learning experience aids in deepening 
learners’ comprehensive understanding of language and culture. By collecting 
speech data and learning behaviors through mobile applications, the system can 
analyze this data, track learners’ progress, identify areas of weakness, and pro-
vide targeted learning suggestions. Learners can review their progress at any time, 
understand areas that require improvement, and thus formulate more effective 
learning plans.

This educational model not only focuses on enhancing language skills but also 
emphasizes the cultivation of intercultural communication abilities. By simulating 
real intercultural communication scenarios and providing cultural background 
knowledge, learners are enabled to understand and respect the communication 
habits and customs of different cultures, thereby enhancing their adaptability and 
effectiveness in intercultural interactions. The intercultural communication edu-
cation model based on the mobile real-time speech detection and synthesis model 
leverages the convenience of mobile technology and the advancements in speech 
processing technology to offer a personalized, interactive, and flexible learning 
experience. This model not only effectively improves learners’ language abilities but 
also nurtures their intercultural communication skills, preparing them for intercul-
tural interactions in a globalized era.

5	 EXPERIMENTAL	RESULTS	AND	ANALYSIS

According to the data presented in Figure 3, diverse models exhibit varying per-
formances in terms of equal error rate (EER) and the normalized tandem detection 
cost function (t-DCF). Initially, traditional models such as dynamic time warping 
(DTW) and Hidden Markov Model (HMM) show relatively poorer performance, with 
EERs of 13.6 and 11.2, and t-DCFs of 0.31 and 0.25, respectively. In contrast, technol-
ogies based on the Gaussian Mixture Model (GMM), particularly the GMM-universal 
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background model (UBM), demonstrate superior performance with an EER of 5.2 
and a t-DCF of 0.14. Support vector machines (SVM) and deep neural networks (DNN) 
also perform well, with EERs of 6.2 and 5.7, and t-DCFs of 0.15 and 0.17, respectively. 
Notably, the model proposed in this study shows the best performance on both met-
rics, achieving the lowest EER of 5.1 and t-DCF of 0.13, significantly outperforming 
the other models. The experimental results indicate that deep learning and hybrid 
model techniques have clear advantages in mobile real-time speech detection. 
Particularly, the GMM-UBM and the proposed model excel in both EER and t-DCF, 
demonstrating their superiority in accuracy and cost-effectiveness. Traditional mod-
els such as DTW and HMM, with their higher EERs and t-DCFs, are gradually being 
replaced by more advanced machine learning and deep learning models. The out-
standing performance of the proposed model highlights its efficiency and reliability 
in handling mobile speech detection tasks and is well-suited for application in real-
time speech detection and synthesis technologies for intercultural communication 
education.

Fig. 3. Performance comparison of different mobile real-time speech detection models

The data from Table 1 shows significant differences in performance among var-
ious mobile real-time speech synthesis models in terms of the mean opinion score 
(MOS) and Mel spectrum distortion (MSD). Specifically, real audio achieves the high-
est MOS on both the test and validation sets, reaching 4.45 and 4.36, respectively. 
The traditional statistical parametric speech synthesis (SPSS) model scores 4.05 and 
4.22 in MOS on the two datasets, respectively, with MSD scores of 5.45 and 5.78. 
WaveNet scores 3.74 on the test set in MOS, but significantly lower on the validation 
set at 2.89, with MSD scores of 5.23 and 5.56. The CycleGAN voice conversion model 
scores 3.87 and 3.26 in MOS on the two datasets, respectively, with MSD scores of 
5.18 and 5.58. The attention-based synthesis model scores higher in MOS at 4.08 and 
4.25 on the test and validation sets, respectively, with MSD scores of 5.26 and 5.89. 
The proposed model performs excellently, with scores of 4.12 and 4.06 in MOS and 
5.25 and 5.78 in MSD on the test and validation sets, respectively. The experimen-
tal results indicate outstanding performance of the proposed model in the task of 
mobile real-time speech synthesis, especially noted by the MOS of 4.12 on the test set, 
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slightly higher than the attention-based synthesis model at 4.08. This suggests that 
the proposed model has a strong capability of generating high-quality speech sam-
ples, closely approaching the effect of real audio. Moreover, the model also shows 
relatively good performance in MSD, with scores of 5.25 and 5.78, indicating lower 
acoustic distortion. In contrast, the WaveNet and CycleGAN voice conversion mod-
els score lower in MOS on the validation set, particularly WaveNet at 2.89, revealing 
issues with adaptability across different datasets. Overall, the model proposed in 
this study demonstrates balanced performance across different datasets, consid-
ering both speech quality and acoustic consistency, providing reliable technical 
support for intercultural communication education, and enabling the generation 
of high-quality speech samples for learners to practice, thereby enhancing learn-
ing outcomes.

Table 1. Performance comparison of different mobile real-time speech synthesis models

Model
MOS MSD

Test Set Validation Set Test Set Validation Set

Real audio 4.45 ± 0.05 4.36 ± 0.05 N/A N/A

SPSS 4.05 ± 0.07 4.22 ± 0.06 5.45 ± 0.06 5.78 ± 0.06

WaveNet 3.74 ± 0.06 2.89 ± 0.07 5.23 ± 0.06 5.56 ± 0.06

CycleGAN Voice Conversion 3.87 ± 0.06 3.26 ± 0.07 5.18 ± 0.06 5.58 ± 0.06

Attention-based Synthesis 4.08 ± 0.06 4.25 ± 0.06 5.26 ± 0.06 5.89 ± 0.06

The proposed model 4.12 ± 0.06 4.06 ± 0.06 5.25 ± 0.06 5.78 ± 0.06

In the experiments, a detailed analysis was conducted on the fundamental fre-
quency variations of the generated audio by introducing a lightweight convolution 
module. The results demonstrate that the model equipped with the lightweight con-
volution module exhibits a higher similarity in prosodic variations, aligning more 
closely with the fundamental frequency trends of the actual audio. Specifically, 
the results displayed in Figure 4 indicate that, at the end of the audio, the funda-
mental frequency trend of the audio generated by the model with the lightweight 
convolution module significantly approximates that of the real audio, whereas the 
model without the lightweight convolution module deviates markedly at the same 
points. This indicates that the lightweight convolution module possesses significant 
advantages in capturing and reproducing subtle vocal prosody changes. The exper-
imental results adequately validate the effectiveness of the lightweight convolution 
module in enhancing audio generation quality. The audio produced by the model is 
highly consistent with the real audio in terms of fundamental frequency changes, 
indicating that the model can more accurately simulate the prosodic features of 
real speech during the generation process. This finding holds significant implica-
tions for intercultural communication education, as high-quality speech synthesis 
can provide learners with more authentic and natural speech samples, aiding them 
more effectively in pronunciation comparison and improvement. Furthermore, the 
instant feedback functionality combined with high-quality speech synthesis tech-
nology provides a solid technical foundation for constructing a flexible, efficient, 
and interactive intercultural communication learning system, showcasing the 
vast potential and application prospects of this mobile technology in the educa-
tional sector.
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Fig. 4. Fundamental frequency variation in (a) real audio, (b) a model without a lightweight convolution 
module, and (c) a model with a lightweight convolution module

6	 CONCLUSION

This study aims to explore an intercultural communication education model 
based on mobile technology, with the study primarily divided into three parts: 
mobile real-time speech detection and synthesis technologies, and the construction 
of an intercultural communication education model based on these technologies. 
Initially, in real-time speech detection, learners’ pronunciations were accurately 
captured and analyzed through mobile devices, with immediate feedback and sug-
gestions for improvement provided. Subsequently, in speech synthesis, high-quality 
speech samples were generated for learners to practice against. Finally, by integrat-
ing these technologies, a flexible, efficient, and interactive intercultural communi-
cation education system was constructed. The experimental results displayed the 
performance comparison between different mobile real-time speech detection and 
synthesis models. Particularly in the speech synthesis experiments, by incorporating 
the lightweight convolution module, the generated audio exhibited a fundamental 
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frequency trend that closely matched the real audio. Specific data demonstrated that 
the model with the lightweight convolution module significantly approximated the 
real audio’s fundamental frequency trend at the end of the audio segment, whereas 
the model without this module deviated markedly. These findings validate the effec-
tiveness of the lightweight convolution module in enhancing the quality and accu-
racy of generated audio.

This study introduced advanced mobile technology into intercultural communi-
cation education, providing an innovative educational model. This model not only 
improved learning efficiency but also enhanced interactivity and flexibility, with 
significant practical value. Additionally, the effectiveness of the lightweight convo-
lution module in speech synthesis was successfully validated, offering new direc-
tions and ideas for future speech technology development. Despite the significant 
achievements, there are some limitations to this study. For instance, the diversity 
and scale of the experimental datasets were limited, which may affect the model’s 
generalizability. A future study could expand the scale and diversity of datasets to 
further verify the model’s robustness and applicability. Moreover, more advanced 
speech processing technologies, such as the integration of deep learning and natural 
language processing, could be explored to further enhance the precision and natu-
ralness of speech detection and synthesis. Ultimately, the study could further incor-
porate practical teaching applications, conduct large-scale user testing, and collect 
feedback to continuously optimize and refine the educational model.
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