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Abstract—In this paper, an automatic three-phase cervical cancer diagnosis 
system is employed which includes feature extraction, feature selection fol-
lowed by classification. Firstly, the modified seed-based region growing 
(MSBRG) algorithm is implemented for automatic segmentation and feature ex-
traction. Processes to obtain the threshold values and the initial seed location are 
carried out automatically using moving k-mean (MKM) algorithm and invariant 
moment techniques. Secondly, eight attribute evaluators are applied for select-
ing and ranking the features, which are Correlation-based Feature Selection, 
Classifier Attribute Evaluator, Correlation Attribute Evaluator, Gain Ratio, Info 
Gain, OneR, ReliefF, and Symmetrical Uncertainty. Finally, the classification is 
compared based on five classifiers: Decision Table, JRip, OneR, PART, and 
ZeroR. The performance of the classifiers is evaluated using 3 test options: the 
training percentage splits (50% to 98%), the full training data and the cross val-
idation (2-fold to 10-fold). The experimental results prove the capability of the 
MSBRG algorithm as an automatic feature extraction method. Furthermore, this 
paper proves the ability of the ranked feature selection methods to select im-
portant features of a cervical cell, and favors the Decision Table as the best 
classifier for cervical cancer classification. 

Keywords—Cervical cancer, features extraction, features selection, test op-
tions, classification, modified seed based region growing, moving k-means, 
medical imaging. 

1 Introduction 

Cervical cancer is known to be the cause of many deaths each year. Cancer of the 
cervix is the most common gynecological malignancy and the second most common 
cancer among females after breast cancer [1]. In most cases, cervical cancer takes 
many years to develop from normal to advanced stages. Therefore, the mortality relat-
ed to cervical cancer can be reduced through early detection and treatment [2].  

Screening tests such as Pap smear used for the detection of the precancerous stage 
are able to avoid the occurrence of cervical cancer [3]. In general, the test is per-
formed by examining cells using a microscope. However, Pap smear test has many 
disadvantages such as blurriness, noises, less effective slides preparation and human 
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error which may lead to false diagnosis. As a solution to the problem, several studies 
developed a diagnosis systems based on computer vision [4].  

Development of a cervical cells vision system involves five major components; da-
ta acquisition, data pre-processing, data extraction, features selection, and data classi-
fication. Data acquisition converts information from Pap smear slides to digital nu-
meric values (digital cervical cell images) that can be manipulated by a computer 
system [5].  

Data pre-processing involves contrast and quality enhancement of Pap smear imag-
es as well as segmentation of regions of interest (ROI) [6]. Many image processing 
techniques have been used to detect the edges or segment the digital images for cer-
tain ROI [7]. In cervical cancer, the techniques are used to segment the image into the 
nucleus, cytoplasm and background regions. The algorithms include Cubic Spline, 
Frei Chen, Kirsch, Laplacian, Prewitt, Roberts, Robinson Sobel, Otsu thresholding, 
and region growing algorithms [8].  

Region growing algorithms such as the seed based region growing (SBRG) algo-
rithm offers several advantages over other segmentation techniques [9]. However, two 
parameters, namely the seed point and the threshold value of the SBRG algorithm 
need to be determined manually. Also, segmentation by SBRG algorithm needs to be 
repeated according to the number of regions in an image. Therefore, a modified 
SBRG algorithm to automatically segment all ROI in an image is proposed [10]. 

Data extraction concentrates on finding significant features of images, signals or 
other medical modalities, which are commonly used by physicians during clinical 
diagnosis. Researchers proposed many features that are suitable for cervical cell clas-
sification such as size, saturation, intensity, perimeter, grey level, and colors as: green, 
blue, and red color [11]. 

Feature selection selects a small subset of features from the original feature space 
[12]. Three main techniques are used in feature selection which include filter-based, 
wrapper based and hybrid-based methods [13]. These methods are categorized based 
on their criteria of using a learning algorithm [14]. Examples of nonparametric filters 
are Relief-F, Information gain, Correlation coefficient (Pearson), and Gain ratio [15]. 

Data classification aims to classify cervical cells into a three-class problem: nor-
mal, low-grade squamous intraepithelial lesion (LSIL) and high-grade intraepithelial 
lesion (HSIL). Recently, many classification algorithms using artificial neural net-
work, fuzzy logic, genetic algorithm and statistical methods have been implemented 
for cervical cancer diagnosis [16]. 

In this paper, images are captured from the slides by the Auto Capture System [17]. 
A total of 500 single cell images are selected from all of these captured for this study. 
Firstly, the automatic MSBRG algorithm is used to extract features from the images. 
Features extraction process starts with threshold value finding to discriminate between 
nucleus, cytoplasm and background. This will follow by centroid location finding as a 
starting point for segmentation and feature extraction. After the segmentation process 
is completed, 6 features are extracted from both the nucleus and the cytoplasm. The 
features are size, grey level, and perimeter of both nucleus and cytoplasm. Secondly, 
eight attribute evaluators are considered for selecting and ranking these features. Fi-
nally, five classifiers are conducted for classifying cervical cell types. 
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2 Features Extraction 

2.1 Moving k-means algorithm 

 
Fig. 1. Flowchart of MKM algorithm 

The MKM algorithm [18] is used to find threshold values on cervical cell images. 
The MKM is described and flowcharted in Fig 1. To discuss the MKM algorithm, 
consider	P(x, y), pixels of one digital image with resolution of M×N, where x =
0, 1, 2, 3, … ,M − 1 and y = 0, 1, 2, 3, … , N − 1. The image is clustered into	n3 clusters 
(here, n3 = 3 to represent the nucleus, cytoplasm and background areas) and has C5 
centres (the centres are C6, C7	and	C: for nucleus, cytoplasm and background of the 
cervical cell, respectively). Based on the Euclidean distance concept [19], the thresh-
old value, βNC and βCB is calculated where, βNC is the threshold value to differentiate 
the nucleus-cytoplasm area and, βCB is the threshold value to differentiate the cyto-
plasm-background area. 
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2.2 Seed-based region growing (SBRG) algorithm 

 
Fig. 2. Flowchart of SBRG algorithm 

The centroid or seed location is used as a starting point for segmentation and fea-
ture extraction [20]. The centroid of a cervical cell image is located inside the nucleus 
of a cell. Thus, a process to eliminate the cytoplasm and the background region is 
needed before the process of obtaining the centroid is applied. The conventional 
SBRG algorithm based on the invariant moment technique is used as sub-clustering 
process of the nucleus region. The flowchart of sub-clustering process using SBRG 
algorithm is shown in Fig 2. 
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2.3 Modified seed-based region growing (MSBRG) algorithm 

 
Fig. 3. Flowchart of MSBRG algorithm 

The MSBRG algorithm is adopted to perform segmentation and automatically ex-
tract features from cervical cell images [21]. The threshold values, βNC and βCB are 
obtained from MKM clustering algorithm whereas the initial seed location is acquired 
from the invariant moment technique. The flowchart of MSBRG algorithm is present-
ed in Fig 3. 

As shown in Fig 3, the extraction process begins at the centroid where it is auto-
matically accepted as a nucleus region member. The neighboring pixels will then be 
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examined and accepted as nucleus region members if the growing condition is ful-
filled. It will then increase the number of pixels grown by one. At the same time, the 
grey level value of the new member will be extracted and summed with the total of 
grey level values of accepted members. After completing the growing process, the 
total number of nucleus region members will represent the size of the nucleus, n. 
Pixels that formed the border of the nucleus will be calculated as the perimeter of the 
nucleus, PN. Then, the average grey level for the nucleus GLN region is calculated. 
Also, the region growing process for extracting cytoplasm features is started by using 
the same methods in order to calculate the size of the cytoplasm c, perimeter PC, and 
average grey level value GLC.  

2.4 Discussion of automatic MSBRG algorithm 

The steps to segment the cell image for feature extraction using MSBRG algorithm 
process are shown in Fig. 4. 

 
Fig. 4. Example for cervical cancer cell segmentation and features extraction 

• From the all cervical cell images, one image is selected arbitrarily for discussion. 
The image is shown in Fig 4 (A) along with the grey level histogram in Fig 4 (B). 

• The MKM algorithm is used to get the threshold value between the nucleus and the 
cytoplasm, βNC and also the threshold value between the cytoplasm and the 
background of the cell, βCB. The final centre for each cluster: nucleus, CN, 
cytoplasm, CC and background, CB needs to be determined first. Fig 4 (C) shows 
the final centres and threshold values for the image. 

• Invariant moment method is involved to get the centroid location or the initial seed 
for region growing as shown in Fig 4 (D). The centroid is located inside the 
nucleus region which has a minimal distance from any pixel inside the nucleus 
region. Thus, the process to obtain the centroid location only involves the nucleus 
region. Sub-clustering is needed to eliminate the cytoplasm and the background 
region of the cervical cell image. The βNC value from the previous step has been 
used to eliminate the two regions.  

iJOE ‒ Vol. 15, No. 12, 2019 9



Paper—Ranked Features Selection with MSBRG Algorithm and Rules Classifiers for Cervical Cancer 

• The MSBRG algorithm is applied to simultaneously segment and extract features. 
The algorithm checked all the pixels inside the image, starting at the centroid pixel 
of the cell. The process continues towards the image’s border through all the 8 
neighbouring pixels nearby. Then, images are segmented into three main regions; 
nucleus, cytoplasm and background of the cell. For observation purpose, the 
nucleus, cytoplasm and background regions are converted to black (0), grey (127) 
and white (255), respectively. Fig 4 (E) shows the segmentation result of the 
image. 

• The MSBRG algorithm is used to extract features of cervical cells. The algorithm 
reads the value of the pixels while segmentation process is being executed. The 
size and grey level value of the nucleus and cytoplasm are updated each time a new 
pixel that belongs to nucleus and cytoplasm clusters is examined. Pixels that form 
the nucleus-cytoplasm or cytoplasm-background borders are marked and updated 
during the extraction process. Features extracted from the image are shown in Fig 4 
(F). Size and perimeter results are in micrometer (µm) whereas average grey level 
result is in the range of 0 to 255. 

3 Selected Attributes 

In this paper, eight attribute evaluators are proposed for solving feature selection 
problems in cervical cancer data [22]. The evaluation mode in all the evaluators is 
based on full training data. The CFS subset Evaluator is applied based on the Best 
First and Greedy Stepwise search method, while other evaluators are applied based on 
the Ranker search method. The original six features are given as nucleus size (n), 
cytoplasm size (c), nucleus average grey level value (GLN), cytoplasm average grey 
level value (GLC), nucleus perimeter (PN), and cytoplasm perimeter (PC). 

Table 1 shows the results of the selected and ranked attributes using the eight eval-
uators. From the analysis, we can notice the following results:  

• The CFS Subset Evaluator selected 4 useful features; c, GLC, PN, and PC. The n, 
and GLN are not selected using CFS algorithm. 

• The Classifier Attribute Evaluator ranked the importance of the features as; PC, PN, 
c, GLN, GLC, and n.  

• OneR Attribute Evaluator arranged the attributes as; PC, c, PN, GLC, n, and GLN. 
• ReliefF Attribute Evaluator organised the attributes as; c, PC, GLC, GLN, PN, and n. 
• Two evaluators; Correlation Attribute Evaluator, and Gain Ratio Attribute 

Evaluator, ordered the features as; c, GLC, PC, PN, n, and GLN. 
• Two evaluators; Info Gain Attribute Evaluator, and Symmetrical Uncertainty 

Attribute Evaluator ranked the attributes as; c, PC, GLC, PN, n, and GLN. 

In addition, the selected and ranked attributes using the eight evaluators are ana-
lyzed and compared. From the analysis, it can be noticed that the two features; n, and 
GLN are not selected using CFS subset Evaluator, and also ranked as the last two 
features using five other attribute evaluators: OneR Attribute Evaluator, Correlation 
Attribute Evaluator, Gain Ratio Attribute Evaluator, Info Gain Attribute Evaluator, 
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and Symmetrical Uncertainty Attribute Evaluator. Also, it can be seen that four fea-
tures are considered important which are: c, GLC, PN, and PC. Thus, features selection 
techniques can be used in the cervical cancer and only four important features are 
considered for the classification stage. 

Table 1.  Selected and ranked attributes 

Attribute Evaluator Ranked attributes 
CfsSubsetEval 4 Selected attributes: c, GLC, PN, PC 
ClassifierAttributeEval PC, PN, c, GLN, GLC, n 

CorrelationAttributeEval 0.675 c, 0.635 GLC, 0.516 PC, 0.455 PN, 0.432 n, 0.253 
GLN 

GainRatioAttributeEval 0.4118 c, 0.4067 GLC, 0.3962 PC, 0.3379 PN, 0.2884 n, 
0.0646 GLN 

InfoGainAttributeEval 0.678 c, 0.5449 PC, 0.3456 GLC, 0.2675 PN, 0.2093 n, 
0.0493 GLN 

OneRAttributeEval 85 PC, 84.8 c, 80 PN, 79.2 GLC, 78.2 n, 73 GLN 

ReliefFAttributeEval 0.2528 c, 0.13 PC, 0.0709 GLC, 0.0397 GLN, 0.0287 PN, 
0.0222 n 

SymmetricalUncertAttributeEval 0.5043 c, 0.4507 PC, 0.3653 GLC, 0.2917 PN, 0.2367 n, 
0.0546 GLN 

4 Classification Results and Analysis 

After feature selection, classifiers are applied on the reduced datasets to see the ef-
fect of this phase.  In this paper, classification accuracy of cervical cancer is compared 
with five different classifiers: Decision Table, JRip, OneR, PART, and ZeroR [23-25]. 

The images of cervical cancer have been collected at Hospitals of Jordan and Ma-
laysia. The dataset consists of 500 single cells, where 376 of them are normal, 79 are 
LSIL, and the other 45 are HSIL. Classifiers were trained with similar sets of data and 
comparison of the results was done.  Four important features for cervical cancer are 
selected which are size of cytoplasm c, grey level of cytoplasm GLC, perimeter of 
nucleus PN, and perimeter of cytoplasm PC. The accuracy of all classifiers is measured 
based on 3 test options; training percentage splits (50% to 98%), full training data and 
cross validation (2-fold to 10-fold) [26-29].  

Initially, the analysis was conducted by varying percentages of dataset distribution 
coupled with training and test datasets in order to make sure that the best positive sets 
of data provided the best results [30-32].  Generally, the results show that the accura-
cy of the classifiers is so low when using training percentage splits (1% to 49%). 
Thus, the results of training percentage splits (50% to 98%) are only included in this 
paper.  

In addition, the results show that the accuracy of the classifiers using features se-
lection performed better results when compared with those applied directly on the 
original features. Thus, the results in this paper are those based on the selected fea-
tures only.  

The classification accuracies using the 5 classifiers based on the 4 selected features 
in the three different test options are tabulated in Table 2. The average accuracy of the 
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5 classifiers conducted in this paper can be ordered as follows: Decision Table 
(88.6%), OneR (88.3%), Jrip (87.4%), PART (87.0%), and ZeroR (77.3%). We can 
see clearly that the Decision Table is the winner or the best classifier of selection 
compared to other classifiers. Also, the comparison results show that the lowest aver-
age accuracy among the classifiers conducted is reached by ZeroR.  

 
Fig. 5. Classification accuracy for the five classifiers using the three test options. 

Fig. 5 illustrates a comparison for the classification accuracy of the 5 classifiers us-
ing all test options. As can be seen in Fig. 5, the 5 classifiers have different classifica-
tion results using different training splits. It was noticed that the maximum accuracy 
achieved using Decision Table was 96.0% with 90% training splits, while the maxi-
mum accuracy of the Jrip was 93.8% using 84% training splits, the OneR accuracy 
was 95.7% using 90% training splits, the PART accuracy was 92.9% using 83% train-
ing splits, and ZeroR accuracy was 83.3% using 94% training splits. Again, the com-
parison results of maximum accuracy prove that the Decision Table can classify cer-
vical cancer types with high accuracy. 

Furthermore, the results show that the Decision Table exceeded the accuracy com-
pared to other classifiers. Decision Table outperformed other classifiers with a differ-
ence of average accuracy percentage equal to 0.3%, 1.2%, 1.6%, and 11.3% for OneR, 
Jrip, PART, and ZeroR, respectively. Also, Decision Table outperformed other classi-
fiers in terms of the maximum accuracy by 0.3% as for OneR, 2.2% for Jrip, 3.1% for 
PART, and 11.7% for ZeroR. Outcomes consistently demonstrate the effectiveness of 
Decision Table for classifying cervical cancer task. 
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Table 2.  Classification results using four selected and ranked attributes 

Training Splits Decision Table Jrip OneR PART ZeroR 
50% 86.4 83.6 85.6 87.2 76.8 
51% 86.5 85.3 86.9 86.9 76.7 
52% 85.8 87.1 86.7 86.3 77.1 
53% 85.5 87.2 85.1 86.8 77.4 
54% 85.7 86.1 85.2 87.0 77.4 
55% 85.8 86.7 85.3 87.1 77.8 
56% 85.9 85.9 85.5 86.4 77.7 
57% 86.5 87.0 86.0 86.5 78.6 
58% 86.7 89.0 86.2 85.7 78.6 
59% 87.3 87.8 86.8 84.4 78.5 
60% 87.5 90.0 87.0 84.5 78.0 
61% 87.2 89.2 86.7 84.1 77.4 
62% 87.4 85.8 83.7 84.7 77.9 
63% 87.6 88.6 89.2 85.4 77.8 
64% 87.8 88.9 89.4 85.6 77.8 
65% 88.6 88.6 90.3 84.6 77.7 
66% 89.4 88.2 90.6 87.1 78.2 
67% 89.1 88.5 86.7 86.7 78.8 
68% 88.8 90.6 86.7 86.3 78.1 
69% 89.7 88.4 86.7 91.0 79.4 
70% 90.7 90.7 87.3 89.3 79.3 
71% 90.3 86.9 86.9 89.0 79.3 
72% 90.0 91.4 86.4 88.6 78.6 
73% 91.1 91.1 92.6 88.9 79.3 
74% 90.8 89.2 92.3 88.5 80.8 
75% 90.4 91.2 92.0 88.0 80.0 
76% 90.0 87.5 91.7 87.5 79.2 
77% 89.6 90.4 91.3 87.0 78.3 
78% 90.0 89.1 90.9 86.4 79.1 
79% 89.5 87.6 90.5 86.7 78.1 
80% 90.0 89.0 86.0 88.0 78.0 
81% 87.4 89.5 85.3 86.3 76.8 
82% 87.8 90.0 85.6 86.7 76.7 
83% 89.4 91.8 85.9 92.9 76.5 
84% 90.0 93.8 90.0 92.5 76.3 
85% 89.3 86.7 90.7 89.3 76.0 
86% 88.6 84.3 90.0 88.6 74.3 
87% 92.3 90.8 90.8 89.2 75.4 
88% 91.7 83.3 91.7 90.0 76.7 
89% 92.7 87.3 92.7 92.7 76.4 
90% 96.0 86.0 95.7 92.0 78.0 
91% 93.3 86.7 95.6 91.1 82.2 
92% 92.5 90.0 95.0 90.0 80.0 
93% 94.3 88.6 94.3 88.6 80.0 
94% 93.3 86.7 93.3 86.7 83.3 
95% 92.0 84.0 92.0 84.0 80.0 
96% 90.0 80.0 90.0 80.0 75.0 
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97% 86.7 80.0 86.7 73.3 66.7 
98% 80.0 80.0 80.0 80.0 70.0 

100% full Train 88.8 90.0 89.2 90.4 75.2 
2 Fold 84.2 84.4 85.2 86.4 75.2 
3 Fold 86.4 84.2 86.0 85.2 75.2 
4 Fold 86.0 85.2 86.2 85.8 75.2 
5 Fold 85.0 85.2 84.6 84.8 75.2 
6 Fold 87.0 85.8 86.4 87.6 75.2 
7 Fold 87.4 86.8 85.6 87.2 75.2 
8 Fold 85.8 85.8 84.8 85.2 75.2 
9 Fold 86.6 85.2 86.2 86.4 75.2 
10 Fold 85.6 85.2 84.8 87.0 75.2 
AVERAGE 88.6 87.4 88.3 87.0 77.3 
MAX 96.0 93.8 95.7 92.9 83.3 

5 Conclusion 

In this paper, an intelligent system is developed to categorize cervical cells into 
three groups: normal, LSIL and HSIL. The system consists of three stages: feature 
extraction, feature selection, and classification. In the feature extraction stage, auto-
matic MSBRG algorithm is implemented. In feature selection stage, eight attribute 
evaluators are considered for selecting and ranking the features. The selected features; 
size of cytoplasm, grey level of cytoplasm, perimeter of nucleus, and perimeter of 
cytoplasm were found to be the most appropriate features for recognition of cervical 
cancer. Also, the results indicate that feature selection not only improved the efficien-
cy of the classification process but also its accuracy was enhanced. In the classifica-
tion stage, five classifiers are conducted for classifying the cervical cancer. The analy-
sis of classifiers was performed using different percentages of distribution of the da-
taset for training and testing datasets. The results show that the maximum accuracy 
classification is obtained via Decision Table with an accuracy of 96.0% compared to 
93.8% using Jrip, 95.7% using OneR, 92.9% using PART, and 83.3% using ZeroR. 
The current paper can be extended using more samples for a complete diagnosis of 
cervical cancer. Also, we intend to investigate the work further with additional fea-
tures extraction, and other features selection methods (like Genetic algorithm). 
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