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Abstract—The proposed paper focuses in outlining the im-
plementation of online laboratories within the framework of 
the iLab Shared Architecture (ISA) in order to facilitate 
sharing those labs among several institutions and managing 
laboratory users. The laboratories are compliant with the 
ISA batched architecture, which is based on Web services to 
mediate the communication between Lab Servers and Lab 
Clients. The first laboratory presented is a Hybrid Lab that 
allows for the realization of real experiments as well as 
simulations with an analog programmable device. 

Index Terms—online laboratories, Web services, remote 
control of devices. 

I. INTRODUCTION 
Using online laboratories has the potential of signifi-

cantly reducing obstacles related to cost, time-inefficient 
use of facilities, inadequate technical support and limited 
access to laboratories. Nowadays there exist a large num-
ber of online lab solutions, but expenditure is growing and 
the life cycle of online lab software and hardware is be-
coming shorter. 

It is still difficult to share instrumentation and experi-
ments among laboratories. Each one has its own security 
policy and adopts a proper technology in accessing and 
controlling real devices. A common integrated framework, 
offering indexing facilities, unique logins, file sharing and 
the seamless access and run of experiments, is the main 
challenge in order to create a network of online laborato-
ries. Grid technologies can be used to set up an effective 
network of remote laboratories for education purposes by 
sharing instrumentation and resources. However, the evo-
lution of remote laboratories from the current client/server 
architecture to grid-based architecture requires well-
defined tools for location, security, and integration of re-
sources, and further research is currently being conducted 
to examine this issue [13-15]. 

As Universities and other institutions are likely to de-
velop their own solutions and standards to deliver online 
laboratories to their users, no trend to a unique standard is 
observed, creating an obstacle against sharing these online 
labs. Considering the current scenario, a migration to-
wards standardized solutions for delivering online labs 
becomes necessary to ensure software reusability and 
therefore facilitate online labs development and sharing.  

At this point, the ISA (iLabs Shared Architecture) 
comes into play. ISA is a software architecture developed 
at the MIT (Massachusetts Institute of Technology) that 
facilitates a cross institution sharing and management of 
online labs. ISA provides a framework for the mainte-
nance of a lab session, lab user’s management and ex-
periment data storage. It establishes clear rules governing  

 
Figure 1.  The iLab Shared Architecture 

the communication between clients and their respective 
online lab servers by means of an API (Application pro-
gramming Interface) based on Web services SOAP calls. 

ISA proposes a classification for online experiments. 
On one side there are the batched experiments and on the 
other the interactive experiments. Batched experiments are 
those in which all parameters necessary to run it are speci-
fied before execution. On interactive experiments, the 
course of the execution can be changed at any time by the 
user. Due to their differences on the implementation, op-
eration and technical requirements, a different architecture 
(ISA) exists for each one of them, although the iLab team 
at the MIT has already released a merged architecture in 
August 2008 (Fig. 1). 

This work is focused on the ISA Batched experiments 
and proposes the implementation of two different online 
laboratories within this framework. In this architecture the 
communication between clients and laboratory is medi-
ated by a middleware server (Service Broker), a Web ap-
plication that manages users’ accounts, data storage and 
can provide different clients with access to several differ-
ent lab servers in a “many to several” mode and delegates 
to experiment server only the experiment execution. 

The interface that provides the communication between 
clients with service broker and service broker with lab 
servers is implemented with Web services, and is there-
fore platform independent. That means that clients and lab 
servers can be developed in any platform supporting Web 
services. 

II. THE READ LABORATORY 
The Laboratories proposed to be developed within this 

work are a lab with an analog programmable device and a 
lab developed on top of the NI ELVIS platform and based 
on the iLab ELVIS lab from the MIT. This laboratory 
allows users to test several different circuits.  

The first experiment previously mentioned is called 
READ – Remote ASIC Design and Test and was devel-
oped with an Analog ASIC (Application-Specific Inte-
grated Circuit) and allows users to remotely test and pro-
gram the device over the Internet as well to create differ-
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ent circuits with an application software and upload them 
to a real device.  

It’s a so-called hybrid lab that combines design and 
simulation as well as real hardware control and test. 

The device under test used is an ispPAC10 from Lattice 
Semiconductor and is capable of realizing a variety of 
popular analog functions including precision low-pass and 
band-pass filters, amplifiers, oscillators summing, differ-
encing and integration. Its basic building block contains 
four integrated programmable analog modules known as 
PAC blocks and a programmable analog routing pool. 
Each PAC block emulates a collection of operational am-
plifiers, resistors and capacitors. The ability to program 
the internal capacitor values of the ispPAC10 gives the 
user the flexibility to vary, for example,  the gain of a fil-
ter, corner frequency, and other characteristics, without 
the need for external components, hence allowing the de-
signer to realize thousands of distinct analog circuits and 
filter characteristics from a given circuit architecture. 
The READ system has already been up and running since 
2 years. The efforts now employed to adapt this lab for 
the iLabs shared architecture are justified by the possibili-
ties of sharing it with other institutions in an easier and 
most efficient way.  

This online lab can be implemented as a batched ex-
periment and therefore we decided to include it to the ISA 
batched architecture.  

The circuit under test was assembled into a mockup 
board that provides a connection to the data acquisition 
card terminals and a JTAG interface that allows the circuit 
to be re-programmed on the fly by the user.  

The diagram of Figure 2 describes the READ Lab 
Server, which was based on the MIT ELVIS lab. The Web 
services API as well as the Process Manager are modules 
internal to the Web server. The first one exposes the Web 
methods accessed by the Service Brokers that are regis-
tered for this Lab Server. The Process Manager validates 
experiments and queues in a database that works as a 
gateway for the communication between the modules in-
ternal to the Web server and the Experiment Engine.  

The Experiment Execution Engine is an independent 
and highly domain-specific module of the Lab Server as 
its code is strongly dependent on the nature of the experi-
ment. The experiment engine connects the Lab Server 
software with the lab hardware. It communicates with the 
modules internal to the Web Server (ASP.NET applica-
tion) through a database that implements a queue for the 
jobs that should be executed.  

 
Figure 2.  The READ Lab Server 

 
Figure 3.  PAC-Designer Software Interface 

A LabVIEW virtual instrument compiled as a dll con-
trols the data acquisition to perform the measurements and 
another module that uses the PAC-Designer libraries to 
upload the desired schematics into the device. As this is a 
batched experiment we must ensure that the proper sche-
matic is uploaded before the measurements are taken.  The 
batched experiment specification and results use XML as 
a vehicle to exchange information between lab servers and 
lab clients and therefore both sides must be able to inter-
pret these XML files. 

A. The PAC-Designer Uploader 
The ispPAC device can be programmed with the PAC-

Designer tool. This software is free and can be 
downloaded from Lattice Semiconductor’s website. Al-
though, any assumptions should be made about the user’s 
Internet connection and network polices that might not 
allow the installation of any software.  In order to free the 
user from downloading any application we decided to 
make the PAC-Designer software available via a Presenta-
tion delivery server (Citrix Server) delivered by means of 
a Java Applet client.  

The PAC-Designer user interface is shown on Figure 
03. With this software the user can design the schematics 
for the device, perform simulations and save the designed 
circuit locally in his/her machine. The saved file is send 
within the experiment specification as an extra parameter 
to be submitted by the lab client to the batched architec-
ture. When the Lab Server receives and parses the ex-
periment specification, the .PAC file will be recovered 
and handed out to the software module that uploads it to 
the device. This software module was written in Visual 
Basic.NET by using the PAC-Designer Software Devel-
opment Kit.  

B. The READ Lab Client 
The functionalities implemented by the Lab Client are 

the following: 
1. Provide  the lab Graphical User Interfaces 
2. Include pedagogical aspects 
3. Implement the Web Services interface to communi-

cate with the Service Broker 
4. Create experiment specification protocols 
5. Parse experiment results received from the server 

 

The client communicates with the READ lab server and 
is also delivered as a Java Applet, as this is a type of client 
supported by the iLab shared architecture. This client 
communicates with the service broker by means of the 
Web services interface and use the pass through methods 
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of the service broker API to articulate the communication 
with the lab server. With the client the user can specify the 
batched parameters listed below: 

1. Waveform Type 
2. Frequency 
3. Amplitude 
4. Offset 
5. FG Node connection 
6. OSC Node connections 
7. Time Base 
8.  Channel 
9. Coupling 
10. Type of measurement 

 

These parameters are wrapped by the experiment speci-
fication XML and sent to the lab server via the service 
broker, which does not understand the meaning of the 
forwarded parameters or the nature of the experiment be-
ing carried out. 

C. The READ Lab Client User Interface 
The user interface provides the tools for visualization 

and interaction of the user with the experiment. Figure 4 
shows the user interface of the lab client. The lab client 
developer should consider some pedagogical aspects and 
use familiar notation (commonly used in real laborato-
ries).  

The GUI (Graphical User Interface) was programmed 
with the Swing editor of Netbeans IDE. The interface or-
ganizes separately the controls in four main fields, the 
function generator, the oscilloscope, the PAC-Designer 
Uploader and the graph. The batched parameters are trans-
ferred to the program through text fields and combo 
boxes. These parameters are sent to the main module that 
builds the experiment specification XML. The field for the 
PAC- Designer uploader contains a button “Browse” and 
a text field that shows the PAC file to be uploaded.  

III. THE ELVIS LABORATORY 
The second online laboratory to be described by this 

paper uses a set of fixed electronic circuits and was built 
upon an iLab ELVIS server and client developed by the 
MIT.  

We have extended its functionality by developing some 
hardware modules and a main board that hosts these mod-
ules. Figure 05 shows the main board and the modules. 
The first version of this hardware is connected directly to 
the NI ELVIS prototyping board and on Figure 04 two 
circuit modules can be seen attached to the main board, 
although it will be able to accommodate up to 6 of these 
modules.  

This lab provides a set of electronic circuits implement-
ing several well known and typical electronics experi-
ments with operational amplifiers. Some of these circuits 
are an inverting and non inverting amplifier, an integrator, 
an adder, etc. The circuits were assembled on a printed 
circuit board specially designed for this laboratory. The 
modules were designed to offer some flexibility and to 
increase the range of experiments supported by this labo-
ratory. 

Each one of these modules is addressed by digital I/O 
lines of the DAQ  card  and a  bunch of relays  is  used to  

 
Figure 4.  READ Lab Client User Interface 

 
Figure 5.  Circuit modules developed for the iLab ELVIS Lab 

switch different lines connected to the oscilloscope and 
function generator terminals of the NI ELVIS platform. So 
we are able to completely isolate the circuit under test 
from the other parts, providing in this way a higher accu-
racy for the measurements performed.   
The user selects the desired circuit on the client applica-
tion and submits the parameters to the server. 

As previously mentioned, the iLab batched architecture 
supports Java Applet and HTML clients. Both lab clients 
previously mentioned are implemented as Java Applets. 
These applets embody the user interfaces and provide 
graphs to display the measurements taken from the cir-
cuits under test. The user can save the results and analyze 
them later using his/her preferred software. 

For the experiment with the analog ASIC a completely 
new client was developed, while for the ELVIS lab a cli-
ent developed at the MIT was used and modified to in-
clude new parameters.  

Each module seen on Figure 04 also contains an extra 
relay that gives the possibility to modify the circuit under 
test (adding a capacitor in parallel with the feedback resis-
tor, for example) and potentiometers are used to control 
the gain of the circuit without the necessity to replace 
components. 

The DAQ (Data Acquisition) card used for both online 
laboratories was the NI PCI 6251. It provides sampling 
rates of up to 2.86 MS/s for the analog outputs and 1.25 
MS/s for analog inputs. To control the data acquisition 
card a LabVIEW VI (Virtual Instrument) was developed. 
Respecting the characteristics of batched experiments, 
these VIs must execute straightforward, using as inputs 
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the parameters sent by the client and as output the meas-
urements performed. In order to expose the LabVIEW 
VIs’ functionalities to the Lab Server software these vir-
tual instruments were compiled as DLLs and called from 
the Lab server software.   

IV. CONCLUSION 
Online labs can be very useful when applied to solu-

tions involving high costs of people and equipment trans-
portation. Online Laboratories experimenters have a great 
advantage because they are not subjected to limitations of 
locomotion, but require also a good network and a good 
bandwidth infrastructure to perform experiments.   

By integrating online labs with the iLab Shared Archi-
tecture, different institutes and schools could share ex-
periments and therefore knowledge in an additional man-
ner. Also by using remote solutions it would be possible 
for universities with less financial resources to take advan-
tages of expensive equipments from other institutions by 
means of a cooperative network of remote systems.  The 
main goal of this work is to implement new online labora-
tories within the ISA framework, due to its flexibility and 
scalability in providing online lab developers and users a 
possibility to share these labs without the drawbacks usu-
ally associated to this practice. 

In both presented labs there is a clear separation of the 
circuits under test and the technical environment. There-
fore these are standard solutions, which are easy to adapt 
to other labs.  

Our focus in this paper was to describe these two labs 
developed for the iLabs batched architecture, due to the 
characteristics of these labs, but not all experiments can be 
specified in a batched way. Some exercises require a 
higher bandwidth and a direct connection between clients 
and lab servers. These types of experiments usually are 
single user systems and might require a time reservation 
of laboratory resources. For those labs, the use of the 
iLabs Interactive or merged architecture might be neces-
sary.  
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