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Abstract—This paper focuses on a new way for students to 
deepen their knowledge in image processing and analysis 
with the help of an online laboratory. The existing solution 
provides a remotely controlled visual presenter which is 
used to project a document or book to various kinds of 
screens. The visual presenter can be controlled remotely and 
it provides the possibility to design, create and upload your 
own autofocus algorithm. Via the serial port and an image 
acquisition card the visual presenter can be controlled with 
the LabVIEW 8.6 software (National instruments, USA). 
Because of numerous advantages such as single login and 
reservation system for more online laboratories the whole 
experiment is realized within the iLab shared architecture.  

Index Terms— image processing, autofocus, LabVIEW, 
iLabs, remote laboratory 

I. INTRODUCTION 

Using online laboratories has the potential of signifi-
cantly reducing obstacles related to cost, time-inefficient 
use of facilities, inadequate technical support and limited 
access to laboratories. Nowadays there exist a large num-
ber of online laboratory solutions, but expenditure is 
growing and the life cycle of online laboratories software 
and hardware is becoming shorter. 

It is still difficult to share instrumentation and experi-
ments among laboratories. Each one has its own security 
policy and adopts a proper technology in accessing and 
controlling real devices. A common integrated frame-
work, offering indexing facilities, unique logins, file 
sharing and the seamless access and run of experiments, 
is the main challenge in order to create a network of 
online laboratories. Grid technologies can be used to set 
up an effective network of remote laboratories for educa-
tion purposes by sharing instrumentation and resources. 
However, the evolution of remote laboratories from the 
current client/server architecture to grid-based architec-
ture requires well-defined tools for location, security, and 
integration of resources, and further research is currently 
being conducted to examine this issue [1-3]. 

As Universities and other institutions are likely to de-
velop their own solutions and standards to deliver online 
laboratories to their users, no trend to a unique standard is 
observed, creating an obstacle against sharing these 
online laboratories. Considering the current scenario, a 
migration towards standardized solutions for delivering 
online laboratories becomes necessary to ensure software 
reusability and therefore facilitate online laboratory de-
velopment and sharing.  

At this point, the ISA (iLab Shared Architecture [4]) 
comes into play. ISA is a software architecture developed 
at the MIT (Massachusetts Institute of Technology) that  

 
Figure 1.  The iLab Shared Architecture [4] 

facilitates a cross institution sharing and management of 
online laboratories. It offers a framework that establishes 
clear rules governing the communication between clients 
and their respective online laboratory servers by means of 
an API (Application programming Interface) based on 
Web services SOAP calls. 

ISA proposes a classification for Online Experiments, 
on the one side are the batched experiments and on the 
other the interactive experiments. Due to their differences 
on the implementation, operation and technical require-
ments, a different architecture (ISA) exists for each one 
of them, although the iLab team at the MIT has already 
released a merged architecture in August 2008. 

The performed work focuses on an online laboratory 
where users monitor and control various aspects of the 
experiment during its execution. This requires the imple-
mentation as ISA Interactive experiment which can be 
accessed only by one user at a time. 

When accessing the online laboratory a user has to au-
thenticate through a middleware server (Service Broker), 
which handles then all further connection with the Lab 
Server, where the hardware is connected and the Software 
is running. Before getting access on to the laboratory a 
reservation for the laboratory has to be made. Based at 
the settings various number and lengths of time slots can 
be reserved. When successfully reserved and being within 
this timeslot the reservation can be redeemed and a con-
nection to the laboratory will be established. This connec-
tion is directly between lab server and Client. Via a tick-
eting service the service broker informs the lab server 
when the reserved time slot expires and the connection 
will be cancelled. [5] 

All interfaces of the iLab architecture are realized with 
web services so that a high flexibility is given and that 
they can run autonomously on different places. 

II. THE INTENTION 

The objective of this work was to provide an online 
laboratory for image processing. When performing ex-
periments in image processing and image analysis mostly 
expensive equipment like cameras, acquisition cards and 
various other components is required. Another circum-
stance is that the devices can be used mainly by one per-
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son or group at a time, which makes it very difficult to 
organize hands on laboratories in a bigger student group. 
A common solution for this problem was mostly to use 
sample pictures or videos of pre-set problems to apply 
various image processing and image analysis methods in 
practice.  

Because of the permanently high interest of students to 
work with real devices and to implicate real world side-
effects this remote laboratory offers a significant alterna-
tive to classical teaching methods. 

The overall idea was to offer the student a visual pre-
senter which can be controlled completely remote over 
the internet. So students can experiment from wherever 
they want and whenever they have reserved the access to 
the laboratory. As can be seen on figure 3 the main func-
tionalities are to zoom and to focus the image. Next to 
this also an autofocus-functionality is provided. Exactly 
this autofocus functionality represents the most absorbing 
part of the laboratory exercise. When pushing the button 
on the graphical user interface a subroutine with autofo-
cus algorithm will be executed. This algorithm has to be 
designed, developed and uploaded before by the student 
itself using a pre-defined template which can be edited 
within the LabVIEW development environment. 

To prove the result and the quality of the algorithm it 
can be chosen through different analysis types of the 
image like: 
 Original image 
 Edge detection of image 
 FFT of image 
 Or simply the standard deviation 

 

With the help of the different analysis methods it 
should be an easy task for the students to prove the qual-
ity of their autofocus algorithm and to become motivated 
to tune and improve their algorithm. 

III. THE REMOTE LABORATORY 

A. Hardware 
A visual presenter from the company ELMO (HV-

5500XG [5]) illustrates the main device used for this 
online laboratory. This presenter uses a 1/3 progressive 
scan CCD to acquire the image and offers an analog 
RGB-output to communicate with the PC. Furthermore 
the serial port (RS 232) can be used to control the main 
functionalities like zoom, focus and to switch through 
different illuminations. To acquire the images on the 
laboratory server a PCI card from National Instruments 
[6] is used. (NI PCI - 1411). Software 

As central development software LabVIEW 8.6 [6] is 
used. LabVIEW (short for Laboratory Virtual Instrumen-
tation Engineering Workbench) is a platform and devel-
opment environment for a visual programming language 
from National Instruments [7]. Additionally to the base 
software framework also some toolkits are used. For 
instance the software toolkit Vision Development Module 
provides several libraries for image processing and analy-
sis which can be used to acquire, process, analyze and 
visualize the raw picture from the camera [8]. Further-
more LabVIEW offers also libraries (VISA) for the 
communication over the serial port, which makes it a 
quite simple task to control the device. 

 
Figure 2.  ELMO – visual presenter [5] 

The front panel is designed within LabVIEW and can 
be used directly to control the different actions of the 
laboratory. Via the build-in web server the front panel 
can be used in combination with the iLab shared architec-
ture as main user interface of the laboratory.  

As explained in the previous section next to the control 
of the device there is the functionality to upload and test a 
self developed autofocus algorithm. Therefore first of all 
the use of a template virtual instrument is required, be-
cause it has some pre-defined inputs and outputs which 
have to be considered in the right way so that the autofo-
cus functions remains executable. When the autofocus 
subroutine within the template is finished it can be up-
loaded via a php script to the server. The script checks 
whether the file is a valid SubVI (virtual instrument) – 
file. Furthermore the generated name of the last uploaded 
algorithm will be stored separately in a file and based on 
this value the subroutine is called dynamically from the 
main application. If the autofocus algorithm is called by 
pushing the button on the user interface the code a stu-
dent uploaded before will be executed on the server and 
the results can be observed directly within the web 
browser. For the case an autofocus algorithm works not 
well in the first tries an additional “Stop Autofocus” 
button was implemented. This functionality is very useful 
if the algorithm is working incorrectly or when haven’t 
chosen the right break condition. When a user modifies 
the template in the wrong way so that the main applica-
tion cannot execute it anymore a message in the status 
field informs the user about the current state. 

Because of the use of LabVIEW on the client side 
there is some additional software installation required. 
The so called runtime engines for LabVIEW and for the 
Vision toolkit have to be installed in order to use the 
laboratory from any client. The main user interface can 
be seen on figure 3. 

B. Overall structure 
After the technical aspects discussed more detailed in 

the previous session this session will give you an over-
view how the laboratory is implemented within the ISA 
framework.  
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Figure 3.  Graphical user interface 

As can be seen in figure 4 the whole application can be 
divided in 5 sections, the client side, the iLab service 
broker and the iLab lab server, the LabVIEW application 
and the scheduling services. The service broker is respon-
sible for authentication, reservation and for the mainte-
nance of the lab session with the laboratories behind. 
Therefore the service broker has to communicate with the 
scheduling services, because they keep all data of the 
available time blocks in a laboratory and about user rights 
and user reservations. The lab server is running apart 
from the service broker and the authorization to access 
the lab must be granted through the service broker.  

As you may have seen on the block diagram the proc-
ess starts when someone authenticates on the service 
broker. All user rights, group memberships and bookings 
are stored on the user side scheduling server from which 
the service broker has to retrieve this information. When 
authentication is successful the gets access to a list of 
laboratories (depending on the rights of the specific user) 
which can be selected from different experiment groups. 
The user has to select a laboratory, in this case the auto-
focus laboratory, and a reservation can be requested. The 
available time slots will be fetched from the Lab Side 
Scheduling server, which keeps all available time slots, 
the maximal time frame length and some other details. 
After selecting a time frame the user has the possibility to 
redeem the reservation within the reserved time frame. 
When redeeming a session the ticketing service between 
the service broker and the lab server is used to check 
whether the user has a valid reservation at the actual time. 
Is  this the  case  the lab server  returns  a coupon and the 

 
Figure 4.  Block diagram of the online laboratory within the ISA 

session is redeemed correctly. In this case the direct link 
to the main interface on the lab server appears and the 
experimentation can start. In this case, as long as the 
reservation time window does not expire, directly access 
is granted to the lab server and the remaining time will be 
displayed in the status bar of the web browser. During 
this stage the ASP engine will execute the LabVIEW 
main application and the front panel which is published 
with the LabVIEW web server will be embedded as ob-
ject into the html page of the interactive lab server. When 
the session expires a message appears and the connection 
will be closed so that the user with the next reservation 
can access the laboratory. 

IV. PLANNED EXTENSIONS 

To increase the operability and the difficulty of the 
laboratory some extensions are currently under develop-
ment. First tests of the online laboratory reflected that the 
task can be performed really good, but additionally it 
would be interesting to test the autofocus algorithm on 
different patterns with maybe different conditions. This 
would foster the students to adapt their developed autofo-
cus algorithm to different situations and to reflect prob-
lems depending on different factors in their resulting 
laboratory report. 

To change the pattern for example two paper rolls can 
be used in combination with a motor (see figure 5). Dif-
ferent patterns could be printed on the paper roll and by 
controlling the rolls with a motor the pattern used to test 
your autofocus algorithm can be changed easily.  

A further interesting investigation would be to offer the 
possibility to change the lightening conditions and maybe 
to integrate also a light as a disturbance source. This 
helps to demonstrate many side effects and their influ-
ence on the result of the experiment. 

With these extensions the laboratory could be divided 
into two classes, one for beginner level and another for 
experienced users in the image processing field. This 
leads to a categorization of the experiment and to a better 
acceptance from different users with different back-
ground. 
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Figure 5.  Planned extension to change the pattern [5] 

V. CONCLUSION 

Image processing and image analysis is nowadays 
widely used in various applications all over the world and 
became an irreplaceable method to solve certain prob-
lems. Important circumstances of the increasing circula-
tion of image processing applications are the falling 
prices of cameras and numerous advantages in using 
them as “universal sensors”. With modern software tools 
the development of applications becomes easier and more 
effective [8].  

Because of the importance of image processing it is 
consequential to foster the education within this science 
field with new interesting learning materials and method-
ologies. The presented online laboratory contributes with 
a highly flexible framework in terms of time and place of 
the learner to foster the interests in studying and experi-
menting within this science field. Combined with the 

iLab shared architecture (ISA) the experiment gets inte-
grated into a consistent access framework where users 
can reserve and run autonomously their experiments of 
interest. 
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