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Abstract—This article describes a concept and application 
examples for a distributed Web-based control system 
(DWCS). The DWCS is based of two key components: an 
IEC 61131-programmable Web control and a process data 
proxy as the process interface. Control functions can be 
distributed and executed ad lib in the Intranet/Internet via 
the DWCS.  

Index Terms—Distributed Web control, Web-based control, 
DWCS, distributed control system, process data proxy, lean 
Web automation 

I. OBJECTIVE AND STATE OF THE ART 

The classic definition of a distributed control system 
(DCS) is a control system with control elements (control-
ler) that are not grouped centrally but rather distributed in 
the system, with each sub-system component being con-
trolled by one or more controllers. This definition is based 
on the assumption that each component to be controlled 
(equipment, machine, device) actually includes a physical 
device controller, like a PLC for instance. Most publica-
tions in the field of distributed automation systems ad-
dress such systems; in particular with regards to an effi-
cient communication between controls distributed in a 
network and the simulation of the overall system (see also 
examples in [1, 2, 3]). 

The actual benefits of a distributed system, like e.g. 
failure and error tolerance, transparency, scalability and 
openness can hardly be used as a DCS is based on the 
control device component and in substance mainly focuses 
on the device distribution and communication between the 
devices.  

Another group of publications therefore deals with the 
distribution of the control functionalities (control algo-
rithms) in a distributed system, where the individual 
equipment and machines to be controlled do no longer 
require controllers as device components. The required 
control functions can be allocated to N controller (com-
puter) nodes in the distributed system (network). The 
equipment components contain suitable interfaces (proc-
ess data servers) only, which provide the required process 
signals in the distributed system.  

Such solution for distributing control functions based 
on Java is described e.g. in [4]. According to this solution, 
distributed Java applications provide the control functions. 
The equipment to be controlled is connected through a 
field bus via a field bus server. This server is equipped 
with a Java remote interface. RMI (Remote Method Invo-
cation) is used for the communication between the Java 
applications via the Intranet/Internet. The exclusive fixa-
tion to a pure Java system requiring also the development 
of the control programs in Java is a backdraw, as this can 
hardly be conveyed for industrial applications.  

An interesting approach for distributed control is de-
scribed in [5] on the basis of function proxies. A function 
proxiy serves as a proxy for distributed functions and is 
implemented using the industry standard IEC 61131. They 
allow the creation of distributed systems for heterogene-
ous automation products. 

Previous publications have only scarcely considered the 
current Internet and Web technologies that are already 
available as a distributed system and can also be used for 
control-technical applications.  

From the field of business applications in relation with 
the use of Web technology there are service-oriented ar-
chitecture (SOA) which support various services on serv-
ers in an IP network [6]. A user can use these services of 
any client (Web browser). As Web technology, Web ser-
vices are used with SOAP/XML and the HTTP protocol. 

To be used for automation systems, there are a few 
suggestions ([7, 8, 9]) from the research. However, these 
solutions are based on Enterprise Web Portal technologies 
and create very complex and weighty systems. The appli-
cation of these solutions for the distribution of control 
functions is not known. 

In the EU project SOCRADES [2] a consortium of 
leading automation companies is involved in the devel-
opment of network-distributed automation systems based 
on a SOA structure. The focus here is also almost exclu-
sively on the preferred option of Microsoft technologies 
(Web services with SOAP/XML), and so there are also the 
aforementioned problems (s. also [10]). Moreover, the 
focus in this project is more on visualization, diagnosis 
and data management, and not on the distributed control. 

To the state of the art belong further works, which deal 
itself with the use of XML for different applications in 
automation [11]. XML is used thereby increasingly as 
universal meta language, in order to e.g. describe device 
models, protocols or configuration files. Also the descrip-
tion of more complex systems e.g. for the maintenance of 
automation plants can take place with XML [12]. A use of 
XML as basis for the Web-based distribution of control 
functions is so far however not known. 

The subject of the present publications is the develop-
ment and application of a Distributed Web-based Control 
System (DWCS), in which the control functions are real-
ised through Web objects distributed in the Intra-
net/Internet. The control programs shall be developed with 
conventional engineering tools, like e.g. with the IEC 
61131-3 programming environment PC WorX (Phoenix 
Contact). 
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II. SCIENTIFIC TECHNICAL SOLUTION 

A. Concept of a Web-distributed control 
The following four basic structures can be defined 

based on the key options for the distribution of control 
functions as Web-based control objects1:  
 A Web-based control object controls one single de-

vice connected to the network (1:1 control).  
 N network-distributed control objects control a single 

device connected to the network (N:1 control).  
 A network-based control object controls N devices 

that are connected via the network (1:N control).  
 N network-distributed control objects control M net-

work-connected devices (N:M control). 
 

Each basic structure offers specific benefits based on 
the application scenario. Chapter III provides a detailed 
description of some test applications and their characteris-
tics.  

The following tasks must be completed for a DWCS 
under consideration of the client-server principle applying 
for the Web:  

1. Development of a generic control object that is capa-
ble of executing industry-compliant IEC 61131-3 
control programs on various client computers.  

2. Development of a process data interface for the tech-
nical equipment to be controlled in order to provide 
the required process data in the Web in a timely and 
flexible manner.  

 

The solutions should be designed so as to enable the com-
puters used for Web-based control (control nodes) to load 
and activate the required control objects and process data 
interfaces via a Web browser as required.  

B. Programmable Web controller as a key element 
A control object designated as a “Programmable Web 

Controller” (PWC) as a reference to a PLC is the key ele-
ment of the DWCS [13]. This object is both capable of 
processing any PLCopen-XML program and interaction 
with other objects on a HTML page. 

A PLCopen-XML program is the XML version of a 
PLC program standardised by the PLCopen consortium 
(Fig. 1). Industry standard PLC projecting tools, like e.g. 
PC WorX or CoDeSys enable converting traditional PLC 
programs into PLCopen-XML programs and vice versa 
via export/import functions.  

The PWC operates as a runtime environment for a 
PLCopen-XML control program, enabling the control to 
be programmed vendor-independently in the industry-
standard notation with known tools. The PWC object can 
generally be realised through any programmable Web 
object. However, the PWC was developed as a Java applet 
for security reasons.  

In addition to the runtime engine, the PWC applet of 
the DWCS is also equipped with a graphical user interface 
(GUI) that can be activated for diagnostics purposes and 
the appearance of which resembles to a modular PLC 
(Fig. 2). 

                                                           
1 The “Web” in this case refers to an Internet-protocol-based network, 
irrespectively of whether it is a closed Intranet or the open Internet.  

 

Public applet functions and the LiveConnect mecha-
nism enable other objects, like e.g. process data objects to 
communicate with the PWC via JavaScript. Table I lists 
the implemented public PWC functions in this context.  

The PLCopen control program can be stored on any 
computer node in a network (even on the client computer) 
and is subsequently loaded into the PWC and executed via 
the loadPWC function. The current release already in-
cludes most of the standard operations, functions and 
function elements according to the IEC 61131-3 standard 
in the PWC.  

The PWC applet is configured and the control features 
are set through a parameter set. This parameter set in-
cludes e.g.:  
 The number of digital IN modules (8 INs each);  
 The number of digital OUT modules (8 OUTs each);  
 The number of analogue input/output modules (with 

two inputs/outputs each);  
 The cycle time of processing the control program in 

ms;  
 Source address of the PLCopern-XML program (for 

direct load). 

 
Figure 1.  Excerpt of a PLCopen-XML program 

 
Figure 2.  PWC diagnostics interface 

TABLE I.   
LIST OF PWC FUNCTIONS 
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Fig. 3 shows the integration of a PWC applet into an 
HTML page.  

The control programs for the PWC are developed with 
industry-standard programming tools and exported as an 
XML program. In contrast to the otherwise common IEC 
61131-3 programming with symbolic addresses, absolute 
addresses must be used for the PWC programs in order to 
be able to allocate the input/output addresses in the control 
program to the inputs and outputs of the PWC.  

C. Process interface 
The connection of the network-distributed PWCs to the 

respective process signals of the equipment to be con-
trolled is established using the Lean Web Automation con-
cept (LWA) [14]. This approach enables an event- and 
requirement-based provision of sensor and actor data from 
automated equipment in the Intranet/Internet. The process 
data are transferred using the Java-based W2<process>-
Proxy application model via LiveConnect to this end. This 
model provides the PWC with an interface to the process 
data of a remote equipment similar to a proxy (Fig. 4).  

The <process> placeholder in the application model 
represents the respective practical realisation of the corre-
sponding process data interface; e.g. to an OPC server, a 
driver for a field bus system or an embedded controller. 
The W2<process> proxy server is a stand-alone applica-
tion that is executed on a process data server (embedded 
in the equipment or on a server computer).  

The following proxies are currently available: 
 W2OPC proxy: Interface to any OPC servers,  
 W2WebIO proxy: Interface to the embedded Web-IO 

of Wiesmann & Theis (www.wut.de), 
 W2BeckIO: Interface to the embedded web control-

lers of BeckIPC (www.beckipc.de). 
 

The W2<process> proxy client establishes a permanent 
dynamic data connection to the W2<process> proxy 
server in the process data server and – via the connection 
to the process data interface – to the actual equipment 
process data. The data connection between the 
W2<process> proxy client and the server uses a TCP 
socket connection. The process data are transferred ac-
cording to the subscriber/publisher principle using a sim-
ple command protocol.  

The PWC functions work as a process data service (PD 
service) according to the LWA principle and can be stored 
on any server computer (PD service server) in the net-
work.  

The connection between the W2<process> proxy applet 
and the PWC applet is established via JavaScript on the 
respective HTML page. An unlimited number of PWC 
can interact with any number of process data proxies on 
each HTML page. This ensures an easy and flexible dis-
tribution of control functionalities to the equipment of 
various manufacturers with different process data inter-
faces.  

III. APPLICATIONS 

Based on the developed DWCS, control functions can 
now be distributed and activated almost ad lib in the net-
work, depending on the actual requirements, in order to 
realise distributed Web-based control and automation sys-
tems.  

A. Control of a mechatronic equipment  
A first function example describes the operation of a 

processing and test station (station) from the MPS pro-
gram by Festo Didactic (Fig. 5) via DWCS according to 
the 1:1 control principle.  

The station includes a total of 14 digital I/O signals and 
is directly connected to the network via a WebIO module 
[15]. The WebIO module is equipped with a Web server 
and provides its process data on per-event basis via a 
process data server to TCP/IP. 

A W2WebIO proxy applet is loaded from this Web 
server to a HTML page with a PWC applet and establishes 
the connection between the control and the I/O signals. 
The component structure of this example corresponds to 
the general structure illustrated in Fig. 4.  

The control program performs the following functions:  
 Operating mode selection: Manual/automatic/step,  
 Manual operation for testing the station’s actors,  
 Automatic operation for a fully automated sequence 

of the overall 11 processing steps,  
 Step operation for performing individual processing 

steps.  

 
Figure 3.  Integration of the PWC applet into an HTML page  

 
Figure 4.  LWA structure using the example of a distributed PWC 

control  

 
Figure 5.  Processing and test station 
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Figure 6.  User interface of the DWCS for controlling the processing 

and test station according to Fig. 5  

 
Figure 7.  User interface of the SiL simulation for controlling the proc-

essing station C3 in the FABRIK@21  

The programming and export into a PLCopen-XML 
program is performed through the PC WorX PLC pro-
gramming system. After the export into the XML pro-
gram, the control program includes 864 lines of XML 
program code.  

The station is operated and visualised through an addi-
tional HTML operating user interface. The PWC diagnos-
tics interface is activated in addition for further control. 
Fig. 6 shows the presentation in the PD client, which now 
serves as the control computer for the station.  

While the DWCS usually works seamlessly in the 
Intranet and Internet, remember that this is not a time-
critical system: a delay of individual operating steps (e.g. 
network delay times) only extends the duration of the 
overall processing cycle.  

In a further example according to the 1:1 control princi-
ple, the DWCS is used for a software-in-the-loop simula-
tion (SiL) of a processing station in the model factory 
FABRIK@21 [16] (Fig. 7). 

Thereby, can be switched by means of a Web page 
simply between the processing of the control program in 
the hardware PLC or in the Web-based PWC. In combina-
tion with a Web-based simulation of the mechatronics as a 
3D-Modell (hardware-in-the-loop simulation - HiL) the 
physical real stations of the model factory can be shifted 
flexibly and Web-controlled into any client PCs as sta-
tions of a "Digital Factory". Thus various possibilities of a 
mixing process with real stations and in the Web distrib-
uted virtual stations can be used for test, learning, start-up 
and diagnostic purposes.  

B. Reliable distributed control 
Ensuring reliability is a major problem when using dis-

tributed control functions in a network, as the very net-
work infrastructures must be considered when determin-
ing the reliability. In particular when operating the system 
in the Internet (Web), potential unforeseen delays and 
network failures can occur. This issue brings up the ques-
tion of how a DWCS can be operated reliably via the 
Internet. The Pi-LAB analyses solutions that increase the 
statistical reliability by using a control swarm to this end.  

The control swarm principle features an operation of an 
automated equipment by N parallely switched redundant 
PWCs in the network (N:1 control). Due to their Web 
technology base, numerous redundant PWCs can be easily 
distributed on a multitude of individual computer nodes 
through HTML pages, making temporary failures of indi-
vidual PWCs on individual computer nodes tolerable due 
to the high number of parallel controls.  

C. Control of constant energy flows for distributed 
power plants  

Using DWCS provides a particular advantage for non-
time-critical controls of equipment distributed at large 
distances. This includes e.g. wind power plants, oil mining 
stations and distributed power plants. Multiple units 
within a group (e.g. wind power plant) can be easily con-
trolled according to the 1:N control principle through a 
single superordinate PWC with regards to a group pa-
rameter (energy flux of the wind power plant, output per 
mining field, etc.).  

D. Distributed equipment control 
The DWCS flexibility can be maximised by controlling 

N devices and/or components through M PWCs. This ap-
proach offers advantages in the following cases:  
 Geographically distributed equipment components 

are characterised by an increased functional depend-
ency and must be synchronised extensively. Control-
ling these components through a single PWC elimi-
nates external synchronisation efforts, as all equip-
ment components are operated through a single con-
trol program.  

 Some functional groups are distributed over multiple 
equipment components. A PWC assigned to this 
group can control this functional group easily and 
transparently.  
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Such a DWCS is currently built for the FABRIK@21 
[16] operated at the Pi-LAB in order to demonstrate the 
feasibility and the benefits.  

The FABRIK@21 is a model factory for hybrid produc-
tion processes, which manufactures a fluid that is filled in 
bottles and stored in sixpacks. The factory consists of 19 
substations. In a first step, three substations for processing 
bottle caps will be controlled by four PWCs distributed in 
the Intranet. In principle for this purpose the represented 
PWC Web page in Fig. 7 will be quadrupled and the con-
trol functions will be distributed on three stations. 

IV. CONCLUSION AND FUTURE WORKS 

The article describes the principle of a Web-based dis-
tributed control system (DWCS) enabling the distribution 
of control functions for automated equipment in the Intra-
net/Internet, using standard Web technologies. The article 
explains the two key DWC components: the programma-
ble Web control (PWC) and the process data interface 
according to the proxy principle. Test applications already 
completed and potential application examples illustrate 
the distributed control principle.  

The presented DWCS has following advantages among 
others: 
 Necessary proprietary and manufacturer-specific 

PLCs as hardware can be ommitted and can be 
shifted for non-time-critical tasks as software into the 
IP network.  

 Control functions can be used and managed flexibly 
as services. Thus new business and application mod-
els can be developed (e.g. “rent” a control function).  

 The DWCS supports transparency, scalability and 
openness of distributed control functions and makes a 
flexible SiL simulation possible for the „Digital Fac-
tory “.  

 

Future works will focus on solutions designed to ensure 
the DWCS reliability by using a control swarm and on 
extending the application examples in order to demon-
strate the benefits of this concept. 

To the further scientific-methodical extension the de-
scribed DWCS is embedded in addition into a superordi-
nate new project "Architecture and interfaces for a Web-
oriented automation system (WOAS)"“, in which 10 well-
known German automation engineering companies par-
ticipate.  
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