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Abstract—This paper describes the design of a nanorobotic 
application which includes: nanorobotic arm, Akiyama 
sensor system, a vacuum chamber, and an interface tools for 
the nanorobotic hardware developed using C++ and VRML 
languages in order to create a desktop virtual-reality 
environment which improves visualisation and prevents 
collision of the nanomanipulator hardware with the 
associated workspace.  The presented experiment shows 
how the used man-machine interface could be used for 
communication between macro and micro/nano worlds. 

Index Terms—man-machine interface, nano robot, sensing 
nano objects. 

I. INTRODUCTION 

The micro/nanorobotic experiment is the very last in a 
sequence of telerobotic experiments, done in our 
laboratory. It is not a real telerobotics experiment, because 
the distance between the client’s computer and a 
nanorobot is less than 1 metre. But the experiment could 
be treated as a telerobotics experiment because it connects 
two different worlds, the macro world of the user and the 
micro/nano world of the micro/nanorobot.  

The focus of the presented micro/nanorobotic 
experiment is that the user cannot see the 
micro/nanorobotic object’s movements etc [14], [15]. The 
3D on-line image of the gripper and the object, even with 
powerful microscopic visual magnification, cannot be 
properly seen, due to the fact that the focused images of 
the objects and the nano-robotic tip tool can only be seen 
only within a narrow vicinity (few hundred μm) of the  
microscope’s optical lens focus. So, the same techniques 
[1], [2], [3], [4], [5], [6], as for the real telerobotics 
experiment were used in order to make a connection 
between the macro and micro/nano worlds. In fact, we 
used the telerobotics platform developed for the 
previously developed telerobotics experiment using a 
haptic device [5]. The reason, we used the haptic device is 
that we also like to include a sense of touch in the virtual 
teach pendant, in order to make communication between 
the human and the nanorobot easier and more user-
friendly. Of course, the produced force from the haptic 
device is inadequate as a force produced during a collision 
in the micro/nano world, but it is magnified several times, 
so the human sense of touch can detect any collision 
within the micro/nano world [12], [16]. The hardware of 
the nanorobotic application is presented in Figure 1. 

II. DESCRIPTION OF THE NANOROBOT HARDWARE  

A. Block scheme of the nanorobot predictive display 
The Figure 2 describes the block scheme of the 

micro/nanorobot operation system with predictive display. 
The human operator uses the blocks Model and Display as 
a visualization tool, where the virtual presentation of the 
real micro/nanorobot workcell with micro/nano objects 
can been seen. The block Model is also used a tool to 
prevent the collision of the micro/nanorobot arm (a 
gripper) with its environment.  The block Sensors uses the 
Akiyamo probe for 3D measurement of the micro/nano 
object in the micro/nanorobot workspace. It is also used 
for calibration between real and virtual worlds (blocks 
Environment and Model). The block Master arm presents 
the haptic device, which is used for the user-friendly man-
machine communication, so user also has the feeling of 
touch in the virtual world model. The block Slave arm is 
presented by our real lab micro/nano robotic arm. 

B. Micro/nanorobot cell 
The micro/nanorobotic system is divided into two parts 

(see Figure 3). The upper part of the figure consists of a 
real-time target application with a micro/nanorobotic cell: 
a development computer machine marked as 1, a real-time 
controller computer card marked as 2, and a target 
computer application marked as 3. 

The usual notebook computer marked as 1 is used as 
the development computer for control algorithms and user 
interfaces with an installed Windows XP operating system 
and a LabView 8.5 software package.  

 
Figure 1.  The whole micro/nanorobotic application 
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Figure 2.  Block scheme of the nanorobot operation system with predictive display 

 
Figure 3.  Micro/nanorobot system components 
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The PC computer, marked as 2, executes real time 
control algorithms using so-called Real Time Desktop 
Target software. This PC runs a LabView Real Time 
operating system, which is independent of all the other 
operating systems already installed on the PC. Our real-
time target PC is supported by a 7356 PCI motion-
controller card from the National Instruments Company. 

This card is used as an interface between the control 
algorithm and the piezoelectric motor-power drivers. Its 
output has a separate reference signal for piezoelectric 
motor drive in regard to each axis of the controlled system 
for all 5 axes and is calculated by signals from the position 
of feedback and desired position inputs using the control 
algorithm.  

The execution time of the control algorithm is about 3 
μs [7]. The micro/nanorobotic cell, presented as 3 (Figure 
3), is actuated by five linear piezo-motors produced by the 
PiezoMotor Upsala AB Company, where the motor 
movement steps can have lengths from 2 nm to 8 µm and 
can  achieve speeds of up to 12.5 mm/s using factory-
delivered demo-drive electronics [8]. The construction of 
the nanorobotic cell is done in such a way that two of the 
piezo-motors act as X/Y manipulators, and the other three 
are used as motion drivers for three separate serving tables 
within the Z axis. Positional feedback values for all axes 
are achieved using electro-magnetic linear encoders 
produced by the NANOS Instruments Company. Each 
encoder-set’s electronics are built using magnetic scale 
and sensor electronics. The linear position instrument has 
a resolution of 61 nm with precision of +/- 0.15% [9]. 

The micro/nanorobotic cell allows implementation of 
different micro and nanorobotic tip tools.  A special two 
finger gripper is used temporarily for gripping objects of 
micro-scale sizes (100 µm to 200 µm). It is placed at the 
top of the Y axis [10].  

C. Vacuum chamber 
For purposes of testing some experiments (Akiyamo 

probe sensing, transportation of the nano objects) in a 
vacuum, we have build a special low cost vacuum 
chamber. It was designed to withstand the middle vacuum 
of approximately 6 mbar. It is built out of a 15 mm thick 
plexi glass with polished edges sealed with silicon kit. It 
has an openning of 135 mm diameter with sealed 
aluminium top, which allows the entry of the micro/nano 
robotic cell.  

Vacuum chamber alone can withstand the pressures up 
to 1,9 mbar. However for purposes of our nano robotic 
cell application, we have to add some other features. First 
are the wire connections for a robotic cell, which is made 
out of 5 piezo motors and 5 electromagnetic encoders. We 
also have to seal cable for video camera and a couple of 
tubes for cooling of some components. This results in 
more than 60 wires and tubes to seal. There is of course 
the possibility to buy such feedthroughs on the market, but 
they are built for high vacuum and have of course 
correspondingly high price. While we need only middle 
vacuum of 6 mbar, we tried to make the low cost version 
of electrical feedthroughs.  

The problem at sealing wires at such vacuum is that one 
can seal the outer insulation of the wire, but not the 
internal bundle of thin wires. This is why it is necesary to 
seal only one thick wire (see Figure 4).  

 
Figure 4.  Constructing the sealed wire connections 

The brass tubes were also sealed by a silicon kit. On 
such way it was possible to achieve about 4,5 mbar of 
total pressure in the chamber. We assume that some wires 
were not sealed perfectly and therefore comes to a higher 
pressure in the chamber. We assume that it has to be 
possible to achieve initial 1,9 mbar with or without 
feedthroghs. At all experiment rotary vane pump has been 
used. The vacuum chamber can be seen in Figure 7 (B,C 
and D). 

D. 3D Akiyama scanner for virtual modeling of 
micro/nano parts 

Scanning probe microscopy (SPM) is one of the today’s 
well known techniques for acquiring images with sub-
micrometer or even sub-nanometer resolution. Atomic 
force microscope (AFM) is one of the oldest and probably 
most known microscopes from SPM techniques. It uses 
very sharp probe (with tip diameters of up to one atom), 
which deflects when it is brought near the measured 
sample surface. Deflection of the probe, which is caused 
due to presence of different forces (van der Walls forces, 
capillary forces, electrostatic forces, etc.) between the tip 
of the probe and sample surface, is measured with an 
optical laser system in continuation. Sophisticated AFM 
optical measuring system and probe exciting system has 
led to a development of a novel Akiyama probe [17, 18]. 
This probe is based on a self sensing and actuating quartz 
tuning fork, combined whit a micro-machined cantilever 
(Figure 5).  

It is used for a dynamic mode AFM, where height of 
the sample is measured according to frequency shift from 
the basic resonance frequency.  

Because probe combines self actuating and self sensing 
principle it can be easily integrated into different industrial 
systems [19]. With 310 µm of length, 28 µm of height and 
15 nm of tip diameter it occupies very small space above 
the sample and allows different approach principles to the 
sample [20], [22], [23]. All these good characteristics of 
the probe have inspired us, to start a development of a so  
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Figure 5.  Top (A) and side (B) view of the Akiyama probe 

 
Figure 6.  Concept of 3D Akiyama scanner for virtual modeling of micro parts 

called 3D scanner for virtual modeling of micro/nano 
parts. 

Basic idea of this new application is an upgrade of 
existing application presented in section B (Figure 6). 
Upgrade has been  made in two steps. First Hardware step 
includes implementation of self oscillation and PLL 
circuit built according to schematic presented in [20]. 
Analog signal received from PLL circuit is acquired with 
NI-PCI6121 A/D card [21] which is integrated into real 
time target PC presented in section B. In second upgrade 
step, two software upgrades is needed.  First one is made 
at real time target, where another algorithm for acquiring 
and scaling of analog signal from Akiyama probe is 
added. Digitalized information about sample height is  
sent using UDP to the remote application. The second 
software upgrade is made at user interface presented in 
section III. Here we had to rebuild user interface on that 
way that it would be able to read digitalized information 
received from the target application. This information is 
then transformed into VRML model and shown in our 
user interface in continuation. So developed application 
will allow us implementation of new functions and safer 
experimenting with objects of small sizes (in virtual space 
no damages can be made to micro/nanorobotic 
manipulator or micro/nano objects).  

Actual situation of our application is presented on 
Figure 7. It is divided in 4 sections, where section A 
presents the robotic controller, section B the top view of 
vacuum chamber, section C the robotic manipulator inside 
of the vacuum chamber and section D the side view of the 
robotic application. 

III. MACRO – NANO WORLDS INTERFACE 

The second part of the application, as presented in the 
lower part of Figure 3, shows a man-machine interface. It 
consists of a “remote computer” marked as 4, where a 
virtual model of the micro/nanorobotic cell, marked as 5 
and a haptic-device, marked as 6, have been installed. The 
“remote computer” is a notebook, based on the Windows 
XP operating system, supported by a Microsoft Visual 
C++ software package and OpenHaptics software package 
from the Sensable Technologies Company. Both packages 
with the PC hardware are used for developing and 
executing the micro/nanorobot application. A UDP 
protocol, marked as 7, is used to ensure the fastest and 
reliable enough communication between the user and the 
machine. A virtual VRML model of the 
micro/nanorobotic cell, marked as 5, is also included in 
the application, because the user does not see the target 
application - manipulation of the micro sized objects on 
all three serving tables with the naked eyes. The user 
doesn’t have a real feeling of what is exactly happening 
within the target application.    

The virtual model gives a user 3D magnification and 
visualisation of the objects, including a robotic tip-tool 
within the target application. The virtual model of the 
micro/nanorobotic cell with its static macro/nanorobotic 
environment is updated with the on-line positional data 
acquired from the real micro/nanorobotic cell application. 
So, the user can visualise a 3D on-line image of the 
object’s current positional situation and 
macro/nanorobotic tip-tool movements from different 
viewing points. This is needed, because otherwise we  
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Figure 7.  An actual situation of our micro/nano robotic application 

would need to use a microscope which could provide 
focused images of the objects and the micro/nanorobotic-
tip only within a narrow vicinity (less than 500 µm if we 
use an optical magnification factor between 10 and 25) of 
the microscope’s optical lens focus. The 
micro/nanorobot’s workspace is a little less than 3 cm3. 
The second reason for using a virtual model of the 
micro/nano robotic cell is for an off-line programming of 
it, which gives the user the possibility studying the target 
application program, to improve it, to test it and, after that, 
to send it for execution in the real-world.  

The micro/nano robotic cell system uses a Phantom 
Omni haptic device in order to provide the user with a 
more realistic feeling about the situation inside the 
micro/nano-robot workspace. The user can control the 
haptic device by moving its arm along 6 degrees of 
freedom (X, Y, Z, roll, pitch and yaw). Three motors are 
built onto the X, Y and Z axes to give the user force-
feedback information as a virtual presentation of friction 
or space limits or collision between micro/nanorobot axes 
or between the micro/nanorobot tip tool with the object in 
the virtual world. The chassis of the haptic device has two 
free programmable built-in buttons which are used to 
grab, move, create different viewing points etc, of a single 
axis of the micro/nanorobotic cell’s virtual model. 

Figure 8 takes a close look of the current real 
micro/nano robotic tip gripper. It is made of so called 

structural glass [10], [11], driven by a piezoelectric motor, 
which is situated horizontally to the vertical fingers of the 
gripper. The piezoelectric actuator allows the fingers to be 
moved approximately 100 μm. So, the gripping distance 
between fingers is between 100 μm and 200 μm. It was 
specially designed to grip and move optic fibre glass-
cables with diameters between 100 μm and 125 μm. 

Figure 9 presents a screenshot of the so-called  Control 
teach pendant or man-machine interface. This interface is 
divided into 7 sections: 
 The implemented VRML model of the 

micro/nanorobotic cell can be seen in the upper left 
corner of Figure 9.  

 The viewing section (right upper corner of Figure 9) 
is used for selecting the most appropriate viewing 
point for the VRML model of the micro/nanorobotic 
cell. Integrated virtual buttons allow the user to 
translate or rotate the view. A zoom function is also 
available within this section. Manual control section 
(beneath the viewing section) is used for moving 
each axis using two virtual buttons. The first one is 
used for moving the axis one step forward and the 
other for moving one step backwards. The lengths of 
motor steps can be set individually by typing the 
length number in millimetres in the small windows 
near the virtual buttons.  
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Figure 8.  Close look of a real micro/nano-robot tip gripper 

Control of the haptic-device section (beneath the 
manual control section) is used for selecting the axis, 
which will be controlled using the haptic-device. This 
function is also available on the haptic-device by using 
one of the buttons integrated on the haptic-device’s 
chassis. The number of the selected axis is shown within 
this section. 

PTP regime control section (lower right corner of 
Figure 9) allows the user to load a file within the given 
micro/nano robotic cell program using PTP trajectory 
coordinates. Movements are executed sequentially, step 
by step, as they are programmed and written in the file. 
Any positional changes of any axis within the described 
control sections are animated in the virtual model of the 
micro/nanorobotic cell.  

On-line/off-line section gives the user the possibility of 
simulating programmed micro/nanorobotic cell target 
applications before they are sent to the real 

micro/nanorobotic cell. Of course, this option is only 
provided if the off-line virtual button is selected. Here, 
any changes within any control-section are executed as a 
simulation of the micro/nanorobotic cell’s virtual model. 
When the user enacts the on-line regime, the given 
changes are executed on the real machine, immediately.   
This off-line function is very helpful when the user 
programs and tests certain new trajectories in the 
micro/nanorobotic cell’s workspace, and when it is unsure 
what consequences some newly-programmed movements 
would have (collision inside workcell space, movements 
outside workcell space etc). 

The last section is the reference position section, where 
the user can set axis reference positions in certain specific 
cases, where the default given references are 
unacceptable.    

Another user interface, the so-called Monitoring teach 
pendant (see Figure 10) is built on the same basis as 
previously described  The control teach pendant can only 
provide a function for axes’ actual positional monitoring 
on an already executed target application. It also has a 
virtual model of the micro/nanorobotic cell, so the user 
can visualise the real micro/nanorobotic axes, and tool 
movements. This interface uses a C++ built receiver to 
animate an implemented VRML model. The C++ receiver 
receives the actual positions of all five axes and the 
gripper from the real micro/nanorobotic cell, during the 
programmed target application execution, and delivers 
these positions to the VRML model, where they are 
animated. A viewing section is also available in the 
Monitoring teach pendant, where user can choose 
different angles for viewing and zooming. All other 
functions, which are available within Control teach 
pendant are disabled here.  

 
Figure 9.  The Control teach-pendant of the nano-robotic application 

10 mm 
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Figure 10.  The Monitoring teach-pendant of the micro/nanorobotic application 

 
IV. CONCLUSIONS 

The paper has presented the development of a 
nanorobotic application using an implemented VRML 
virtual model. This virtual model is used for the 
visualisation of real-time actual or desired remote robot 
positional control data, and is used as a replacement for 
live camera pictures. The human machine interface for 
connecting of macro and micro/nano worlds was 
presented and where a virtual model of the micro/nano 
robotic cell is used to improve 3D visualisation. The use 
of a haptic device remarkably improved the 
communication link between the user and the micro/nano-
robot. 

The main drawback of the presented method is that they 
can prevent collision, or provides feeling of touch, only 
within predefined robotic cell and its environment, while 
it is very difficult or even impossible to sense or visualize 
so-called unknown dynamic objects. 
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