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Abstract—One of the common types of arrhythmia is Atrial Fibrillation (AF), 

it may cause death to patients. Correct diagnosing heart problems through exam-

ining the Electrocardiogram (ECG) signal will lead to prescribing the right treat-

ment for a patient. This study proposes a system that distinguishes between the 

normal and AF ECG signals. First, this work provides a novel algorithm for seg-

menting the ECG signal for extracting a single heartbeat. The algorithm utilizes 

low computational cost techniques to segment the ECG signal. Then, useful pre-

processing and feature extraction methods are suggested. Two classifiers, Sup-

port Vector Machine (SVM) and Multilayer Perceptron (MLP), are separately 

used to evaluate the two proposed algorithms. The performance of the last pro-

posed method with the two classifiers (SVM and MLP) shows an improvement 

of about (19% and 17%, respectively) after using the proposed segmentation 

method so it became 96.2% and 97.5%, respectively. 

Keywords—ECG signal, Support Vector Machine, Multilayer Perceptron, 

Atrial Fibrillation, Cross-Correlation 

1 Introduction 

Diagnosing various kinds of heart diseases was performed through ECG signals, but 

these signals are disturbed with several types of noises, and this may yield incorrect 

interpretations of these signals. Hence, eliminating noises from the ECG signals have 

been attracted significant attention in order to obtain clean signals to extract undisturbed 

features from ECG signals with acceptable accuracies for medical purposes.[3, 4]. AF 

is one of the abnormal cardiac arrhythmia types that affects five million people in the 

USA. Recent studies expected that 700,000 people in the USA may have undiagnosed 

AF. Therefore, more efforts and studies are needed to develop accurate non-invasive 

technology for expecting AF signals accurately. These technologies enable patients to 
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track and predict the occurrence of AF signals[5, 6]. Untreated AF can cause a risk of 

stroke, dizziness, or dyspnea. In the worst case, patients may die. Therefore, predicting 

AF is essential for medical purposes[7, 8]. 

There are several suggested approaches for denoising and extracting features to clas-

sify different diseases from ECG signals. Some of them are based on Fourier transform 

to extract ECG features in a frequency domain[3]. Another work suggested time-fre-

quency approaches with Independent Component Analysis (ICA), which provides fea-

tures to Neural Network (NN) for classifying ECG signals in some medical fields[9]. 

Some researchers preferred using Butterworth band-pass filter with a second-order dy-

namic system. They gave enough features to statistical T-test classifier for classifying 

ECG signals[10]. Another study claimed using Deep Belief Network (DBN) to classify 

filtered ECG signals and provided an acceptable classification rate (about 84%)[11]. 

Other researchers proposed a method base on filtering the ECG signal, detecting peak 

algorithm, statistically extracting features, and using four classifiers of SVM, Adaboost, 

NN, and Naïve Bayes[12].  Another study converted the pre-processed one-dimensional 

ECG signal into a two-dimensional ECG signal and fed it to Faster Regions with a 

Convolutional Neural Network (Faster R-CNN)[13]. Another article utilized three dif-

ferent datasets (ECG-ID, MIT-BIH Arrhythmia database and UCI Machine Learning 

Repository (Gait)) for classification using three classifiers; K-nearest neighbor (KNN) 

relying on Euclidean distance, PNN (Probabilistic Neural Network), RBF (Radial Basis 

Function) and Support Vector Machine (SVM), relying on One-against-all (OAA). Two 

modalities are merged to construct features for both signals ( ECG and Gait) to test 18 

subject signals[14].  A normal ECG wave consists of three parts: P wave, QRS wave, 

and T wave. The P wave is caused by atrial contraction, while, the ventricular recovery 

produces the T wave. The QRS wave is composed of three intervals: Q, R, and S inter-

vals. The Q interval is the downward deflection before the ventricular contraction, 

while, R interval is the peak value of the ventricular contraction, and the S interval is 

the downward deflection after the ventricular contraction. See Figure 1 [3, 14, 15]. This 

study proposed an algorithm to detect R points of ECG signal and use it as a reference 

point for extracting a set of a single heartbeat. Then, a suggestion of the Preprocessing 

and feature extraction algorithm is also made to classify two ECG signal classes (nor-

mal and AF) using two classification algorithms (SVM and MLP). The results show the 

proposed ECG segmentation algorithm has a valuable impact on the performance of the 

classification procedure. This article is composed of several sections: section 2 provides 

a description of the two proposed methods and it also gives a theoretical introduction 

about materials and methods utilized in this paper, section 3 discusses the results and 

the last section presents the conclusion. 
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Fig. 1. An ECG signal with its typical intervals [7]. 

2 Materials and Methods 

2.1 The suggested algorithm 

This algorithm represents the preprocessing and feature extraction algorithm which 

is involved in five stages; denoising based on a wavelet, normalization, cross-correla-

tion, feature extraction, and classification using MLP or SVM. Figure 2 illustrates the 

suggested preprocessing and feature extraction procedure. 

 

Fig. 2. block diagram of the ECG classification procedure 

Firstly, performing the ECG denoising based on the wavelet transform. The ECG 

signal was decomposed by 7 levels using the Daubechies 2 (Db2) filter. Then, the ECG 

signal was reconstructed after excluding the coefficients of level 7, see Figure 3. 
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No. of samples in each signal 

Fig. 3. De noised ECG signal and noisy signal 

Secondly, normalization is employed where the signal is divided by its absolute max-

imum value. Thirdly, the cross-correlation is applied by correlating the ECG signal with 

a reference of normal ECG signal.  Fourthly, ten feature extraction methods of min, 

max, mean, median, mode, 1st quartile, 2nd quartile, Standard Deviation (SD), range, 

and entropy are utilized. Finally, classifying the two ECG classes by using one of the 

two classifiers MLP or SVM. 

2.2 Proposed ECG segmentation algorithm 

The segmentation of ECG signals to a single heartbeat involves determining the cor-

rect heartbeat interval and its peaks. Since R point is the peak value of the ECG signal 

so the traditional segmentation algorithms and this algorithm use it to determine each 

ECG heartbeat boundaries. In the proposed algorithm, the thresholding technique is 

used to determine the R point and QRS interval of the ECG signal. The threshold esti-

mation is given by the following equation. 

 𝑠̃(𝑡) = {
𝑠(𝑡)            𝑠(𝑡) > 𝜎

0                 𝑠(𝑡) < 𝜎
 (1) 
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Fig. 4. Flowchart of the proposed ECG segmentation algorithm 

where s(t) is the ECG signal raised to the base of 1.1 and σ is the mean plus the 

standard deviation (SD) of s(t). The following steps illustrate the algorithm  
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1. Initiate the size of the segmentation window to 360 samples (1 sec.) with variable 

(be=0). 

2. Construct the current ECG segment from the ECG signal. 

3. Make each segment exponent of (1.1). 

4. Apply Eq. (1) to find samples greater than the threshold. 

5. Consider the medial sample of the first successive points as the R point and save its 

index. 

6. Make (be) variable equal to the index of the considered R point plus 180 (360/2). 

7. Check if the ECG segmentation is finished. If not go to step 2 otherwise continue. 

8. Estimate the periods between two successive R points to find the mean interval of 

the whole ECG dataset. 

9. Use the extracted information (the index of R points and the mean interval) for seg-

menting the original ECG signal and make the R points lie at the center of each ECG 

segment, see Figure 4. 

2.3 Support vector machine 

The SVM is a machine learning classifier. It has been exploited in different fields as 

in [16]. The target of the SVM is to determine a hyperplane in N-dimensional space (N 

is the number of features). This hyperplane distinguishes between the data of classes. 

For example, to separate data of two classes, there are infinite hyperplanes that could 

be chosen for the separation, but there is only one hyperplane that has maximum mar-

gins between the classes, as shown in Figure 5 [17-19]. In this paper, The Radial base 

kernel function with an automatic Kernel Scale (KernelScale) is used for the SVM. 

  

(a) Before the classification (b) After the classification [11]. 

Fig. 5. Classifying two classes using the SVM 
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2.4 Multilayer neural network 

The MLP is a type of multilayer NN. Typically, these networks are structured from 

at least two computational layers and the input layer. The computational layers are the 

output layer and at least one hidden layer. Figure 6 shows a MLP network[20, 21]. The 

learning algorithm updates the connection weights of the computation layers. There is 

a relatively simple learning algorithm for a predefined neural network. This algorithm 

is known as backpropagation. This is the most popular learning algorithm among hun-

dreds of different learning algorithms. The algorithm has two phases. First, the training 

set is supplied to the input layer of MLP, and its multilayers forward the training set 

from layer to layer until reaching the output layer to generate the output pattern. In the 

second phase, a comparison is made between the output pattern with the desired output 

to calculate the output error. The error (if exists) is then backward from the output layer 

to the input layer. While the error is backward, the weights of the network are updated. 

This procedure is repeated until the error is minimized to a specific range[20] .[22 ,23 ]  

This study used the MLP classifier with one hidden layer using the Levenberg-Mar-

quardt backpropagation training algorithm with an error rate set to 0.001 and the eval-

uation function is Mean Square Error (MSE) . 

 

Fig. 6. MLP internal structure with two hidden layers[2] 

2.5 Discrete Wavelet Transform (DWT) 

DWT is widely used in biomedical engineering due to its property of revealing time-

frequency components of the signal. It has various types of wavelet filters to decompose 

a given signal into detail and approximation coefficients[24]. The signal is processed 

by a low pass filter and then down-sampled by two to produce the approximation coef-

ficients of the next level. The detail coefficients are produced from filtering the signal 

by a high pass filter and downsampled the output by two. The detail components are 

kept and the approximation can farther be de-composed to the next level by passing it 

through the same low pass and high pass filters then downsampled the out coming by 

2. This process can be repeated to decompose the signal to the target scale. Figure 7 

shows two levels of DWT decomposition[25, 26]. 
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Fig. 7. Two levels DWT decomposition [1] 

For the reconstruction process, the reversed methodology can simply be applied to 

the signal, so the detail and approximation components at the larger scale are fed back 

through the low and high pass filters respectively. Before that, the coefficients have to 

be upsampled by 2, see Figure 8 [25, 27]. 

 

Fig. 8. Two levels DWT reconstruction [1] 

2.6 Correlation 

The similarity degree between two signals is utilized by correlation which has enor-

mous applications such as sonar, radar, geology, etc. Let x(n) and y(n) be two different 

signals so cross-correlation (rxy) of these two signals can be calculated as: 

 𝑟𝑥𝑦[𝑚] = ∑ 𝑥[𝑛]𝑦[𝑛 − 𝑚]                    ∞
−∞  (2) 

Where m is the time shift (lag) parameter and the subscripts xy of cross-correlation 

indicates the sequences being correlated. That's in Eq. 2, only the signal y(n) is shifted 

from right to left with respect to x(n) signal when m changes from positive to negative. 

When x(n)=y(n) which is a special case, the operation is called autocorrelation.[28]: 

3 Results and Discussions 

3.1 Dataset 

ECG signals are taken from MIT-BIH Arrhythmia Database version 3. It has 45 dif-

ferent records, 19 females and 26 males. This dataset contains 17 classes for normal 
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sinus rhythm, AF … etc. For each class, 10-second sessions at least were collected. The 

recordings are digitalized at 360 Hz with a gain of 200 adu / mV. The ECG signals were 

derived from one lead and all were formatted in mat format (Matlab)[29]. This work 

distinguishes between only two ECG classes: normal sinus rhythm and AF, where these 

two classes belong to 19 and 6 subjects, respectively. However, the data acquisition of 

one subject for the second class has a problem so it is discarded. Therefore, the data of 

only 5 subjects had been taken for two classes to balance the dataset. Table 1 illustrates 

the records used in each ECG class. After segmenting the ECG, 100 single heartbeats 

are extracted from each subject so the set of the heartbeats are 500 from 5 subjects of 

each class. 10-fold cross-validation was used in this work for evaluating the classifica-

tion rates of the classifiers. 

Table 1.  ECG sessions of interest in each class. 

ECG class Sessions number 

Normal sinus rhythm 100,101,103,105,106 

AF 201,202,203,210,219 

3.2 Results 

The performance evaluation of the classifiers is based on the classifier prediction 

ratio for testing tuples correctly and incorrectly according to the following equation: 

 𝐴ccuracy =  
number of correct predictions

total number of predictions
=

TP+TN

TP+FP+TN+FN
  (3) 

Where (TP) is the number of data tuples that are predicted correctly as a positive 

class while the false negative (FP) is the number of the data tuples which are predicted 

wrongly as a positive class. True negative (TN) represents the number of the data tuples 

that are predicted correctly as a negative class while the false negative (FN) depicts the 

number of the incorrect data tuples predicted as a negative class. 

For the MLP classifier, the neurons of the hidden layer are experimentally specified. 

Some experiments were accomplished to determine the number of neurons that can 

produce the best performance (best classification accuracy with low SD). Each experi-

ment was repeated 10 times for obtaining a more reliable result. Figure 9 illustrates the 

means of accuracies and SDs of the applied experiments. It is clear that the hidden layer 

of 22 nodes has attained the best performance. 
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Fig. 9. MLP performances for a set of experiments to determine the number of nodes  

in the hidden layer 

The classifications are repeated ten times for both classifiers in order to have more 

reliable results. Figure 10 highlights the classification rates for both the SVM and MLP 

classifiers. This figure shows that the MLP has recorded a larger classification rate of 

about 1.4% but it has more classification error around ten runs (SD=1.4). Therefore, 

SVM provides a more stable performance. 

 

Fig. 10.  Classification rate for SVM and MLP 

The proposed ECG segmentation procedure has effect to the classification impact. 

This algorithm found the mean interval of ECG signal is 294 samples, 147 at both sides 

of the R point. This is 66 samples less than the expected interval (i.e., 360 samples). 

Figure 11 shows the difference between normal segmentation (single beat every one 

second) and the proposed ECG segmentation algorithm. 
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(a) normal segmentation (b) the proposed segmentation algorithm 

Fig. 11. ECG segmentation  

The classification rates of two classifiers (SVM and MLP) were also examined and 

compared. Normal ECG segmentation procedure degrades the performances of our pro-

cedure to 77% and 80% respectively of the two classifiers. The low performance of the 

classifiers was caused by the synchronization of a single heartbeat (i.e. the set of heart-

beats has different phases) see Figure 11 (a). The proposed method could improve the 

performance of the two classifiers to about 19% and 17% for the SVM and MLP, re-

spectively. Figure 12 highlights the performance before and after applying the proposed 

segmentation algorithm. 

 

Fig. 12.  The effects of the ECG segmentation procedure on the classification rates 

In the proposed ECG segmentation algorithm, mean and SD are used to determine 

the threshold value but the ECG signal is corrupted with various artifact noises that 

influence the mean and the SD of the ECG signal, see Figure 13. Therefore, the algo-

rithm uses the local mean and SD of the signal by windowing the signal with 360 sam-

ples (1 sec.) window. Determining the R point is done by choosing the first single sam-

ple or the medial sample of the first successive samples that pass the threshold value. 
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The reason for using the ECG signal as an exponent of 1.1 is to increase only the posi-

tive values of the signal exponentially, and this increases the opportunity that the R-

point crosses the threshold value.  Also, this prevents the negative values from disturb-

ing the procedure, unlike other methods like the power of 2. A small base (1.1) was 

used to overcome the overflow problem of programming language variables. After de-

termining the index of R points for the whole dataset and the mean interval of the single 

heartbeat, the algorithm can segment the ECG signal correctly and makes the R points 

lie at the center of the heartbeat. 

 

Fig. 13. ECG noisy signal 

4 Conclusion 

In real-time ECG systems, using the simplest methods to manipulate and extract fea-

tures from the ECG signal for classification has crucial priority especially when ECG 

applications need quick response to rescue human life. Our preprocessing procedure is 

composed of using traditional analyzing methods such as cross-correlation, wavelet 

transform. Straightforward statistical methods (median, maximum … etc.) were ex-

ploited to extract features from the preprocessed ECG signal. The extracted features are 

then tested using SVM and MLP. SVM provides a reliable classification rate and this 

is shown with a low classification error (SD=0.131), but its performance (96.2%) is 

lower than MLP performance about (1.4%). Segmenting the ECG signal has also effects 

on classification impacts for SVM and MLP. These effects are visible with the perfor-

mance degradation of about 19% and 17% for SVM and MLP whenever excluding the 

proposed ECG segmentation algorithm. 
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