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Abstract—One of the ways to reduce oral cancer mortality rate is diagnosing 

oral lesions at initial stages to classify them as precancerous or normal lesions. 

During routine oral examination, oral lesions are normally screened manually. In 

a low resource setting area where there is lack of medical facilities and also med-

ical expertise, an automated mechanism for oral cancer screening is required. The 

present work is an attempt towards developing an automated system for diagnos-

ing oral lesions using deep learning techniques. An ensemble deep learning 

model that combines the benefits of Resnet-50 and VGG-16 has been developed. 

This model has been trained with an augmented dataset of oral lesion images. 

The model outperforms other popularly used deep learning models in performing 

the classification of oral images. An accuracy of 96.2%, 98.14% sensitivity and 

94.23% specificity was achieved with the ensemble deep learning model. 

Keywords—Oral lesions, deep learning, ResNet-50, VGG-16, ensemble model, 

benign, malignant 

1 Introduction 

Cancer has become a serious global health disorder that has a high incidence of mor-

tality. Oral cancer takes the sixth position among other types of cancers like skin, lung, 

and prostate cancer. Worldwide, nearly 6.5 lakh people are diagnosed with oral cancer 

and about 3 lakh deaths are reported annually [1]. There are many factors that cause 

cancer, some of which include smoking, alcohol consumption, tobacco chewing and 

radiation [2]. The USA [3] has 67% more survival rate in the last five years and India 

[4] has 37%. Detection and treatment at an early stage has resulted in an increase in oral 

cancer survival rate [5] in India. The 5-year survival rate of patients diagnosed with oral 

cancer at an early stage is 82%, and that of patients diagnosed in later stages is 27% in 

India [6]. In a resource limited country like India, where people in rural and remote 
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areas are not able to get immediate access to medical facilities, an oral screening mech-

anism that can be used for mass screening purposes needs to be developed. This mass 

screening mechanism should be able to diagnose early malignancies and refer the pa-

tient to experts for further diagnosis and treatment. For diagnosing oral cancer at an 

early stage, an automated system needs to be developed that minimizes human inter-

vention. Researchers have developed many systems for oral lesion analysis to classify 

them as benign or malignant lesions. Various imaging modalities have been built that 

can capture images of oral lesions in various forms. A dual mode imaging system that 

combines autofluorescence and white light imaging for detection of oral malignancies 

has been proposed in [7]. A deep learning model has been used for the classification 

that results in good performance. A multimodal imaging system that combines fluores-

cence imaging, white light imaging and microendoscopic images for oral cancer detec-

tion has been proposed by the authors of [8]. Various image processing algorithms have 

been used for the analysis of suspicious regions in the oral images. Authors in [9] have 

tried to classify oral lesions into precancerous and normal lesions by analyzing the his-

topathological images obtained using biopsy of the suspected area. They have used 

classifiers like support vector machine for training them with image texture features. 

Digital true color images captured using mobile camera have been used in [10] for clas-

sifying oral lesions into benign and malignant lesions. They have used first order and 

second order statistical features and texture features for performing the classification. 

Autoflourescence images of oral cavity have been analysed using artificial neural net-

works for detection of oral leukoplakia in [11]. Oral neoplasia have been diagnosed 

using the fluorescent properties of oral images in [12]. Machine learning has proven to 

be useful in such automated systems to improve classification accuracy; especially deep 

learning minimizes the human efforts for large datasets [13]. Deep learning has ad-

vantages over conventional machine learning approaches [14] like support vector ma-

chine, nearest neighbor classifiers and decision tree classifiers. The automated feature 

extraction capacity of deep learning minimizes the human efforts in performing various 

tasks [15]. It generates three different levels of features namely, low, medium and high-

level features. Also, the accuracy of deep learning techniques is found to be considera-

bly good for image classification purposes [16]. Many deep learning techniques have 

been developed for oral cancer detection.  Authors in [17] have used two deep learning 

approaches over annotated oral images for classifying oral lesions. Marc Aubreville 

et.al, [18] have analysed confocal laser endomicroscopic images to diagnose oral squa-

mous cell carcinoma using deep learning techniques. Gupta et.al, [19] have made use 

of a deep architecture for diagnosis of dysplasia in microscopic images. Orofacial dis-

ease classification using deep learning architectures have also been attempted by the 

authors of [20]. Most of the existing methods for screening of oral cancer are based on 

analysis of microscopic images [21], autofluorescence images and hyperspectral im-

ages [22]. Since white light images can be easily captured with devices like mobile 

phone cameras and intraoral cameras [23], an automated system for oral lesion analysis 

in white light images is the need of the hour. 

The rest of the paper is structured as follows: Section II portrays the proposed tech-

nique. Section III gives the discussion of results. Section IV provides conclusion of the 

work. 
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2 Proposed Method 

2.1 Deep learning model 

An ensemble deep learning model to classify oral lesions into premalignant and nor-

mal lesions from digital true color images has been proposed in the present work. Two 

deep learning models have been considered - residual network-50 and skip connected 

VGG. These two models have been ensembled for better classification results. The 

combination of these networks helps to differentiate the images based on extracted fea-

tures and classifiers. There are two advantages of this proposed method. Firstly, the 

combination of these networks almost extracts all useful features. If any of the required 

features are missed out by one of the networks, the other one will extract the missed 

information. Second, the addition of skip connection in the transfer learning VGG net-

work makes the feature extraction step more effective. The proposed architecture is 

elucidated in Fig. 1. 

 

Fig. 1. Proposed Ensemble model 

2.2 Collection of datasets and preprocessing of images 

Oral lesion images have been collected from different colleges and hospitals in Kar-

nataka, India. The images have been captured using mobile phone cameras and intraoral 

cameras. A total of 332 oral lesion images have been collected out of which 63 are 

benign lesions and 269 are precancerous lesions.  

Since the images captured are of varying sizes and resolution, they need to be pre-

processed for a uniform dimension and good resolution. Preprocessing is done both in 

spatial domain and frequency domain and the output of these is combined to get better 

quality images. 

Image enhancement is done by discrete wavelet transform followed by adaptive his-

togram equalization [24].  Initially, wavelet transform is applied on the input image. 

Then, adaptive histogram equalization is applied for all the subbands separately. 
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Finally, reconstruction is done to get a better enhanced image. Then the same image is 

gamma-corrected to obtain better images. A fusion technique is applied to obtain the 

better-enhanced pixels. Finally, to normalize the image before being fed into the model, 

min-max normalization is applied according to eqn(1). Image preprocessing steps have 

been depicted in Fig. 2. 

 𝑧 =
𝑥−𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥)−𝑚𝑖𝑛(𝑥)
 (1) 

Here, x represents input value and z represents normalized value. 

 

Fig. 2. Image Preprocessing 

The results of preprocessing are shown in Fig. 3. 

  

(a) Benign lesion (b) Enhanced benign lesion 

  

(c) Malignant lesion (d) Enhanced malignant lesion 

Fig. 3.  
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2.3 ResNet-50 architecture 

The residual network is a powerful deep learning network mostly used for image 

classification [25]. The main advantage of this network is that it consists of a skip con-

nection i.e., the previous layer output is connected to the next layer output to avoid the 

vanishing gradients. So, if the present layer does not effectively work for feature ex-

traction, at least the previous layer output can go to the next layer. This helps to improve 

the feature extraction process. Fig. 4 depicts the architecture of ResNet-50. The skip 

connection for the architecture is shown in Fig. 5. 

 

Fig. 4. Architecture of ResNet-50 

 

Fig. 5. Skip connection of ResNet-50 
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The architecture begins with a convolution layer that contains 64 filters of size 7x7, 

and stride 2. Next, comes the max-pooling layer with stride 2. Following this is a layer 

that contains 64 filters followed by 256 filters respectively. This is repeated for 3 times. 

The next layer contains 128, 128, 512 filters. This is repeated four times. Then, 256, 

256, 1024 filters repeated six times. Finally, 512, 512, 2048 layers repeated 3 times. So, 

totally 50 convolution layers are present and the final layer is the classification layer. 

To get better classification results, ResNet-50 has to be fine-tuned.  Here, the final fully 

connected layer is replaced by two layers for two different classes, and the input layer 

is tuned to accept images of size 300X300. 

2.4 VGG-16 architecture 

 

Fig. 6. Architecture of VGG-16 

VGG is a complex powerful network. It is the combination of 16 convolution layers. 

The number of filters in each convolution layer changes from 64 to 512. The architec-

ture of VGG-16 is shown in Fig. 6. Because of its complex architecture, there is a pos-

sibility that VGG may overlearn the features, which leads to getting null values or zeros. 

To avoid this, the VGG-16 model has been fine-tuned by applying the skip connections 

for the last two sets of convolution layers. This reduces the risk of getting null features. 

The skip-connected VGG is depicted in Fig. 7. Skip-connected VGG is designed based 

on existing VGG architecture and short connections. Here the previous convolution 

layer output is connected to the next layer output, so that there is a possibility of ne-

glecting the null feature map outcome. VGG-16 has totally 16 convolution layers.  First 

four convolution layers use 64, 64 and 128,128 filters respectively. Here, the number 

of filters is less compared to consecutive convolution layers. The fifth, sixth and seventh 

convolution layers have 256 filters respectively. As the number of filters increases, 
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there is a chance of vanishing gradients problem. To avoid this, short connections have 

been performed at the fifth, sixth, seventh convolution layers respectively. Similarly, 

the remaining convolution layers have 512 filters. So, here also short connections have 

been made to avoid the zero feature maps during the time of training for better classifi-

cation. After the construction of these two models, the output from each of these has 

been combined. Results show that ensembling of these two networks outperforms indi-

vidual networks. 

 

Fig. 7. Skip-connected VGG 

3 Results and Discussion 

The proposed ensemble method performs well compared to other conventional meth-

ods. The accuracy, sensitivity and specificity measures are considered for performance 

analysis. 

True- Positive (TP) = Sum of positively identified samples 

False-Positive (FP) = Sum of negative identified samples 

True-Negative (TN) = Sum of positively identified samples identified as negative 

False-Negative (FN = Sum of negative identified samples identified as positive 

Accuracy = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)  

Specificity =   𝑇𝑁/(𝑇𝑁 + 𝐹𝑃) 

The augmented dataset is given as input for all networks. The experiment is carried 

out using MATLAB 2019 in an NVIDIA GEFORCE GPU. 80% of data is used for 

training and 20% is used for testing. 
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Table 1.  Hybrid Preprocessing Performance 

Model Accuracy% Sensitivity% Specificity% 

VGG-16 87.5 89.42 86.35 

ResNet-50 93 95.52 91.62 

Skip-VGG 89.5 91.41 87.71 

Ensemble 96.2 98.14 94.23 

 

Table 1 presents the performance of the system when hybrid preprocessing technique 

is used. The ensemble method performs well compared to other individual methods. It 

gives an accuracy of 96.2 %. 

Table 2.  Spatial Domain Preprocessing Performance 

Model Accuracy% Sensitivity% Specificity% 

VGG-16 86.2 88.9 84.5 

ResNet-50 89.52 91.2 88.34 

Skip-VGG 88.43 90.3 86.24 

Ensemble 94.3 96.3 92.3 

 

Table 2 presents the performance of the system when only spatial domain prepro-

cessing technique is used. The ensemble method performs well compared to other in-

dividual methods. It gives an accuracy of 94.3 %. 

Table 3.  Frequency Domain Preprocessing Performance 

Model Accuracy% Sensitivity% Specificity% 

VGG-16 86.52 87.19 85.42 

ResNet-50 92.62 93.71 91.52 

Skip-VGG 91.51 92.34 90.82 

Ensemble 95.1 96.8 94.8 

 

Table 3 presents the performance of the system with frequency domain prepro-

cessing. Results show that the ensemble method performs better compared to other in-

dividual models. It gives an accuracy of 95.1 %. 
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Fig. 8. Confusion matrix for proposed ensemble method 

Fig. 8 shows the confusion matrix for the proposed ensemble model. The accuracy 

for the benign class is 98% and the accuracy for the malignant class is 94.6%. The 

overall accuracy of the proposed model is 96.2%. 

 

Fig. 9. Confusion matrix for spatial- ensemble method 
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Fig. 10.  Confusion matrix for frequency- ensemble method 

Fig.9 and Fig.10 depict the performances of different models in terms of confusion 

matrix for spatial enhancement and frequency enhancement methods of preprocessing. 

The ensemble model shows better results compared to other models. 

The receiver operating characteristics for two models, Alexnet and VGG with orig-

inal data and augmented data are elucidated in fig. 11 and fig. 12. The RoC curves 

depict that the models perform better with augmented data samples rather than limited 

number of images in the original dataset. Fig 13. shows the RoC curves for different 

traditional classification techniques like neural networks and support vector machines, 

also for deep learning models VGG and ResNet. The proposed ensemble model 

achieves better performance compared to others. 
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Fig. 11.  Performance analysis of Alexnet 

 

Fig. 12.  Performance analysis of VGG-16 

 

Fig. 13.  Performance analysis of different models 
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4 Conclusion 

The present work aims at developing an effective and economical means of oral can-

cer screening that can assist clinicians in making decisions about oral malignancies.  

The current work evaluates the efficacy of an ensemble model in the classification of 

oral malignancies using an augmented dataset of oral images. The proposed ensemble 

deep learning model helps to classify oral lesions as benign or malignant lesions from 

digital color images. The two deep network models considered are residual network -

50 and skip connected VGG-16. The ensemble model gives better results compared to 

the performance of individual models. So, this system can serve as an adjunct to oral 

screening techniques in health care systems and hospitals without the need of any spe-

cial capturing devices. 
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