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Abstract—Data Mining plays a decisive role especially in medical domain. 
Decision trees are predominant model in machine learning. Decision trees are 
simple and very effective classification approach. The decision tree identifies the 
utmost prime features of a given problem. One of the most common disease in 
India is Liver Cirrhosis. It is distinctly difficult to uncover Liver Cirrhosis in its 
initial stage. However early diagnosis of Liver Cirrhosis is highly important. The 
liver disease data set has a collection of distinguishing features that affect the 
healthy state of a patient. Machine Learning methods enable knowledge acquisi-
tion in early stages and use of this acquired knowledge plays an important role in 
solving problems like suppose if we want to predict whether the patient with the 
Liver Cirrhosis has also been suffering from Hepatitis C or not. In order to easily 
arrive at this knowledge certainly there is a need for fully integrated system. In 
this paper the collected Liver disease data set is analyzed and prognosticated 
whether the patient is suffering from liver cirrhosis or not. 

Keywords—Decision Tree, Regression Tree, Liver Cirrhosis, Machine Learn-
ing 

1 Introduction 

Machine Learning [1] is an approach to enhance the performance of the machines. 
This is done by developing efficient algorithms, which makes the system to learn by 
experience for a given task. Classification is one such method that makes the machines 
to learn. The well-known procedure for classification is decision trees which has the 
capability to recognize and split the data into separate classes. Some of the other clas-
sification learning techniques are C4.5, ID3, boosted decision trees. The liver of a hu-
man is amidst one of the largest organs. It weighs around 1500 grams. At the right side 
of abdominal cavity just below the diaphragm the liver is located. There are two large 
veins. One is Hepatic Artery and the other is Portal vein. These two veins are in charge 
for transporting blood to the liver. Blood from arteria, which is rich in oxygen is pro-
vided by artery. Hepatic Artery and Portal vein blood vessels branch within the liver in 
a continuous manner and ends with extremely tiny capillaries. Every single disorgani-
zation with respect to liver may steer to weakness of liver, an associated serious or 
chronic inflammation and sometimes there are chances of harming other organs inside 
the body. Cirrhosis is a slowly progressive disease where in healthy liver tissue is re-
placed with scar tissue. It prevents the liver from functioning accurately. The damaged 

164 http://www.i-joe.org



Short Paper—Prediction of Liver Disease using Regression Tree 

tissue blocks the flow of blood through the liver and this slows the processing of nutri-
ents, hormones, drugs and naturally produced nutrients. Liver cirrhosis is the 12th lead-
ing cause of death by disease according to the National Institute of Health. One of the 
main reasons for liver cirrhosis is over consumption of alcohol for a long duration 
oftime. Hence it is required to predict any illness related to this organ very effectively. 
So is the development of this proposed work 

2 Related Work 

Manish Varma Datla et.al. [2] has done the comparison of two machine learning algo-
rithms, Decision tree and Regression tree. After carrying out the study arrived at the 
conclusion that decision tree works well with a small data sets whereas the regression 
tree gives the better result for the huge data set. 

For the prediction of liver disease researchers have used unsupervised machine 
learning algorithms [3]. The prediction is grounded onrecital of the implementation of 
different techniques. The multitude of factors like Adjusted Mutual Information, 
Homogeneity, Completeness, Vmeasure, Adjusted Rand Index were used for 
measuring the performance 

Varun Vats et.al [4] used three machine learning techniques such as K-Means, 
DBscan and affinity propagation. These three algorithms were used in order to compare 
the complexity of computation and accuracy prediction on the liver disease data set. In 
order to predict the accuracy Silhouette coefficient was used. Out of three techniques 
K-means was found to be optimal method.  

Amodel was proposed by Kanza Hamid et.al [5] which abstain from engender the 
label of a test example when the prediction is not correct. A novel stochastic gradient 
descent-based solver has been proposed by the researcher for learning with abstention 
paradigm and this is been used in order to construct practical up to the minute model 
for performing classification of liver disease data set. 

A model was developed by R. H. Lin et.al [6] that performs the task in two stages. 
In the First stage the task of identifying the presence of disease is carried out and in the 
second stage recognizing the type of liver disease is done. CART and CBR techniques 
were integrated in the proposed intelligent model, which was used for the prognosis of 
liver disease. CART was used to diagnose whether a patient is suffering from liver 
disease or not and CBR is used to identify liver disease type. 

SinaBahramiradet.al [7] applied eleven data mining classification algorithms on the 
data set containing four hundred and sixteen liver patient’s record and one hundred and 
sixty-seven non liver patient records. Out of six hundred twenty-seven, four hundred 
and forty-one male patient records and one hundred and forty-two female patient rec-
ords were taken. The measures such as Precision, Recall and Accuracy were used to 
measure the performance. 

P. Rajeswariet.al [8] carried out the data classification on the liver disordered data 
set collected from UCI repository. A total of three hundred forty-five records with seven 
different attributes were taken. To classify the data WEKA tool was used and tenfold 
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cross validation was done in order to assess the data. In this paper regression tree learn-
ing is used to inspect the collected liver disease data set. 

From literature survey it is evident that one should make the good choice of features 
which play an important role in making the decision whether the patient suffers from 
liver cirrhosis or not. The paper is collocated as follows, section 3 confers about the 
classification methods, section 4 briefs feature engineering, section 5 deals with empir-
ical analysis of prediction, section 6 summarizes and discusses future work. 

3 Classification Methods 

Classification [9][10][11] is an important procedure for machine learning. It has 
three forms 1. Supervised learning 2. Unsupervised learning and 3. Semi-supervised 
learning. In supervised learning process the procedure works with the group of exam-
ples whose labels are known. The classification learning approach considers categorical 
values but the regression procedure takes numerical values. In the unsupervised learn-
ing method, the class labels are un-known in advance but are grouped into clusters as 
per their attribute characteristics. Semi-supervised learning utilizes both labeled and 
unlabeled class data. The classification learning is normally a supervised procedure that 
takes an example in the data set and identifies to it to a class attribute. An example has 
two parts the predictor attribute values and target attribute values respectively. The pre-
dictor attribute values are used to predict the values of target attribute value. It is also 
used to predict the class of an example. In the classification learning process the col-
lected dataset is split up into two sets, the training data set and the test data set. The 
classification process consists of two stages. The model is obtained by using training 
data set at the training stage. The testing stage uses the model on the test data set to 
predict the target attribute value. When classifying examples in the test set are unseen 
during training, the classifier maximizes the predictive accuracy. The knowledge learnt 
by the classification procedure can be constituted in different manner such as the asso-
ciation rule learning, decision tree learning and artificial neural network learning. 

3.1 Decision tree 

Decision tree [12][13][14][15][16] is utilized for classification in the decision-mak-
ing process. It consists of two distinct nodes, the internal node and the leaf node. One 
of the internal nodes is designated as the root node. The internal nodes are related to 
attributes, whereas the leaf nodes represent the class name. Every non-leaf node has an 
outgoing branch. To find the class name for the new record in the data set the search 
process starts at the root node. The subsequent internal nodes are covered till the leaf 
node is arrived. To find the right class for a leaf node, testing is done for every internal 
node from a given root node. Starting from the root node move down by visiting each 
and every internal node between them and assign the class of the new record same as 
the class of the leaf node. 
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3.2 Regression tree 

A Regression tree [13] may be observed as a variant of decision tree. It is depicted 
to approximate real-valued function instead of being used for classification methods. 
Regression trees used especially for prediction type problems but for the classification 
types of problems classification trees are used. However, classification tree are used 
where there is a need for the dataset to be fractionated into classes that belongs to a 
response variable. The construction of regression tree is carried out with a binary recur-
sive partitioning process. This process is an iterative splitting method. In this each par-
tition is split into smaller groups and this method of splitting keeps on moving up for 
each branch. 

4 Feature Engineering 

The collected liver data set is taken for the purpose of studying the classification 
process. Methods used for Data collection are: (1) By having direct interaction with the 
patients (2) Recording the outcomes of blood tests and (3) Recording the outcome of 
the scanning. A total of four hundred and thirty-five records were collected. This col-
lected data set is fractionated into 2 sets, training data set and testing data set. The pro-
cedure and the associated feature engineering are performed on the training data set and 
this results in building a classification model. Then obtained model is applied on the 
test data set in order to predict whether or not the patients suffering from liver disease. 
In this study, we have used three measures of performance for the purpose of analysis. 
They are the Root Mean Squared Error (RMSE), Mean of Squared Error (MSE) and 
Mean Absolute Error (MAE). RMSE is the square root of the average of squared errors. 
It is given by equation 1, 

 RMSE=√1/𝑛∑ (𝑓! − 𝑜!)"
!#$

2 (1) 

Where RMSE is Root Mean Square Error, n is the number of samples, fi is the ith 

predicted value and oi is the ithactual value in the data set. 
MSE is stated as the mean of the squares of the actual and predicted values of the 

instances in the data set. It is given by equation 2, 

 MSE= $
"		
∑ (𝑦!"
!#$ − 𝑜!)2 (2) 

Where MSE is the mean square error, n is the number of samples, yiis the ith predicted 
value and oi is the ithactual value in the data set. 

MAE is defined as the mean of the absolute difference between the actual and pre-
dicted values of the records in the data set. It is given by equation 3, 

 MAE=				 $
"		
∑ |𝑦!"
!#$ − 𝑜!|																				 (3) 

Where MAE is the mean absolute error, yiis the ith predicted value and oi is the ith-

actual value in the data set. 
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The features that are considered for our study are shown below: 
lc_age: attribute age of patient expressed in terms of number of years 
lc_gen: attribute gender of patient expressed in number as male (1) or female (0) 
lc_dalc:attribute duration of alcohol consumptionexpressed in years 
lc_qalc:attributequantity of alcohol consumptionexpressed in quarters per day 
lc_mcv:attribute mean corpuscular volume is expressed as femtoliters per cell 
lc_plcnt:attribute total platelet count expressed in lakhs per mm. 
lc_alb: attribute albuminexpressed in gm per dl 
lc_tpn: attribute total protein expressed in gm per dl 
lc_gln:attribute globulinexpressed in gm per dl 
lc_sgotast:attribute SGOT/AST expressed in (U/L) 
lc_agratio:attribute albumin/ globulin ratio 
lc_sgptatl:attribute SGPT/ALT. 
lc_dia:attribute patient suffering from diabetes expressed with values, yes or no. 
lc_obe:attribute for patient suffering from obesity expressed with values ,yes or no. 
lc_class: attribute for patient suffering from liver cirrhosis or not, expressed as yes 
or no. 
 
The liver data set containing 435 records is taken, the data set is divided into training 

data set of 348 records and remaining 87 records into test data that is 80% training data 
and 20% testing data. For fractionating the dataset into training data set and testing data 
set we have used the measures mean absolute error, mean squared error and root mean 
squared error. Observing the Table 1, we find that MAE, MSE and RMSE is high when 
70% of data set is taken for training and 30% of data set is taken for testing.MAE, MSE 
and RMSE is moderate when 60% of data set is taken for training and 40% data set is 
taken for testing.MAE, MSE and RMSE is comparatively low when 80% of the data 
set is taken for training and 20% of data is taken for testing. Hence it is appropriate to 
take 80% of the data set for training the model and remaining 20% is taken as test data 
set. The regression decision tree is then constructed and used for prediction of class for 
test data set. 

Table 1.  Table for type of error with range of training and testing data set 

Type of Error 60%training& 
40% testing data 

70%training & 
30%testing data 

80% training & 
20%testing data 

MAE 0.85 0.95 0.83 
MSE 0.85 0.90 0.68 

RMSE 0.92 0.95 0.83 

5 Prediction Analysis 

Before the prediction analysis is carried out the liver disease dataset has been pre-
processed. The missing data are filled by taking the mean of the attribute. For the col-
lected data set MAE, MSE, RMSE is calculated. Obtained results are recorded in the 
tables 2, 3, 4 and 5. Now analyzing Table 2, we could observe from the table 2 that 
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MAE has the value 0.29 for female and 0.54 for male.  MSE has the value 0.44 for 
female and 0.68 for male.MAE and MSE is less when the gender attribute lc_gen is 0 
that is for female. Also, RMSE is lower for female that is when lc_gen is 0. This sup-
ports the fact that the model prediction with higher accuracy when the gender attribute 
lc_gen is female. 

Table 2.  MAE, MSE & RMSE for Male and Female w.r.t tolc_dia 

Type of Error lc_gen=0 lc_gen=1 
MAE 0.29 0.54 
MSE 0.44 0.68 

RMSE 0.25 0.44 
 
Now going through the Table 3 we observe there are equal values for MAE, MSE 

and RMSE for both male and female. This occurs when the total platelet count attribute 
lc_plcnt is less than 1.5 for female, and less than 1.25 for male. Hence male and female 
have equal chances for liver disease for the corresponding values of total platelet count 
attribute lc_plcnt. 

Table 3.  MAE, MSE& RMSE for Male and Female w.r.t to lc_plcnt 

Type of Error lc_gen=0&lc_plcnt<1.5 lc_gen=1 &lc_plcnt<1.25 
MAE 0.1724 0.1724 
MSE 0.029 0.029 

RMSE 0.1724 0.1724 
 
Now going through the Table 4 we observe that the MAE and MSE are 0.17 and 

0.20 which is lowest value for female. This turns out when the albumin attribute lc_alb 
is less than 4 and lc_gen is 0. We also observe that RMSE is lower whenlc_gen is 0, 
which is female. This affirms that the model predicts with higher accuracy when the 
attribute lc_gen is female.  

Table 4.  MAE, MSE& RMSE for Male and Female w.r.t tolc_alb<=4 

Type of Error lc_gen=0 lc_gen=1 
MAE 0.17 0.20 
MSE 0.03 0.06 

RMSE 0.17 0.23 
 

We define a measure p, to estimate the accuracy of alcohol consumption for male 
and female. The measure p is stated as the absolute difference between duration of al-
cohol consumption and quantity of alcohol consumption. We consider 70% of alcohol 
consumption by female affects the liver in comparison with male. For a given value of 
p with 6 for male and 4.2 for female, the value for the performance measures MSE, 
RMSE of MAE are calculated and tabulated in Table 5. 
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Table 5.  MAE,MSE&RMSE for Male and Female w.r.t to p 

Type of Error lc_gen=1 and p>4.2 lc_gen=0 and p>6 
MAE 0.23 0.17 
MSE 0.09 0.03 

RMSE 0.3 0.17 
 

Now interposing the Table 5 we notice that the MAE and MSE has lowest value that 
is 0.23 and 0.17for the gender attribute lc_gen is 0. We also observe that RMSE is lower 
when the attribute lc_gen is 0, which is female. The outcomes of tables 2 to 5 supports 
the affirmation that the model predicts with higher accuracy when lc_gen is 0. That is 
women has the higher chances of getting liver cirrhosis. 

6 Conclusion and Future Work 

In our work, prediction is carried out using regression tree on the liver disease data 
set. The collected liver cirrhosis data set has the attributes such as gender, obesity, age, 
quantity and quality of alcohol consumption, platelet count, albumin, globulin etc. The 
MAE, MSE and RMSE are calculated. It is found that MAE for the male is more than 
the female for the attributes such as diabetes, albumin, platelet count and duration of 
alcohol consumption in the data set. From the analyses of regression tree, we find that 
the prediction model performs better for lc_gen=0 attribute in the data set in terms of 
MAE and MSE that is for female attribute. The model predicts that female have higher 
chances of being affected with liver disease than male. By observing the results in sec-
tion 5 it is clear that female are more prone to liver cirrhosis than male. In our future 
work we are planning to apply various other machine learning techniques such as Sup-
port Vector Machine, Artificial Neural Networks and Genetic algorithms for analyses 
and also, we are planning to take more number medical attributes such as mean corpus-
cular volume (mcv), globulin, albumin/globulin ratio (a/g ratio), obesity, that have the 
direct impact on the liver disease. 
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