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Abstract—Since December 2019, the world is fighting against coronavirus
disease (COVID-19). This disease is caused by a novel coronavirus termed as
severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). This work fo-
cuses on the applications of machine learning algorithms in the context of
COVID-19. Firstly, regression analysis is performed to model the number of con-
firmed cases and death cases. Our experiments show that autoregressive inte-
grated moving average (ARIMA) can reliably model the increase in the number
of confirmed cases and can predict future cases. Secondly, a number of classifiers
are used to predict whether a COVID-19 patient needs to be admitted to an inten-
sive care unit (ICU) or semi-ICU. For this, classification algorithms are applied
to a dataset having 5644 samples. Using this dataset, the most significant attrib-
utes are selected using features selection by ExtraTrees classifier, and Proteina C
reativa (mg/dL) is found to be the highest-ranked feature. In our experiments,
random forest, logistic regression, support vector machine, XGBoost, stacking
and voting classifiers are applied to the top 10 selected attributes of the dataset.
Results show that random forest and hard voting classifiers achieve the highest
classification accuracy values near 98%, and the highest recall value of 98% in
predicting the need for admission into ICU / semi-ICU units.
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1 Introduction

In December 2019, novel coronavirus diseases (COVID-19) caused by severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) started in Wuhan, China. As of 29
November 2020, there have been 62,789,393 confirmed cases and 1,462,086 deaths in
more than 218 countries and territories. This particular coronavirus is related to Middle
East respiratory syndrome coronavirus (MERS-CoV) and severe acute respiratory syn-
drome coronavirus (SARS-CoV). This virus has a similarity with bat-derived corona-
viruses, and it is likely that the virus has spread to human beings through an unidentified
intermediate carrier [1]. There are four subtypes of coronaviruses namely a, 3, y and &
coronaviruses, some of which have been affecting humans or animals including birds,
mice, pigs, dogs and cats [2-5]. SARS-CoV-2 is a form of § coronavirus, and it affects
people of different severity. For instance, many infected people develop mild or mod-
erate symptoms, while some do not have any noticeable symptoms at all. On the other
hand, some infected people have serious symptoms, including difficulty in breathing,
respiratory failure needing hospitalisation. Based on a report published on 24 January
2020, COVID-19 patients have some standard features, i.e. fatigue, cough, and fever,
while dyspnea and diarrhoea are found to be unidentified features [6-8].

SARS-CoV-2 has a positive-sense and single-stranded Ribonucleic acid (RNA) ge-
nome [9]. Six CoVs are recognised as human-susceptible viruses out of which MERS-
CoV and SARS-CoV cause severe respiratory tract infections [10]. SARS-CoV-2 has
96.2% similarity to a bat CoV RaTG13 in terms of the genome sequence. Moreover,
SARS-CoV-2 shares 79.5% characteristics to SARS-CoV. In order to spread into hu-
man cells, SARS-CoV-2 uses angiotensin-converting enzyme 2(ACE2) as a cell recep-
tor [11]. Like other viruses, this novel coronavirus has mutated in the last six months
or so since December 2019. The mutation is a normal part of a virus's life cycle, but the
mutation can play an important part in the spread of the virus and in finding ways to
overcome the virus infection [12-13]. SARS-CoV-2has a mutation rate faster than
MERS and SARS-CoV [14], but slower than the mutation of H7N9 avian influenza
[15]. The whole world and almost every country of the world are suffering a lot due to
this novel coronavirus. The number of death cases is also increasing in many countries.
Hence, an effective public health action plan is vital to combat COVID-19. Appropriate
forecasting of the spread of COVID-19 can assist in managing the effects of the disease.

The main theme of this work is to forecast confirmed and death cases using auto-
regressive (AR), moving average (MA) and autoregressive integrated moving average
(ARIMA) models. ARIMA is a combination of AR and MA models. Firstly, we analyse
statistical time series data that is continuously changing day by day with the spread of
COVID-19. ARIMA is one of the effective and easiest models for time series data fore-
casting. For that reason, we use this model for future prediction and forecasting. Alt-
hough the introduction of vaccines can reduce the spread of this infected disease, proper
treatment will need for serious patients. Therefore, intensive care unit (ICU) and semi-
ICU are required for managing serious patients. Accordingly, we can apply machine
learning methods on clinical data of COVID-19 patients. Thus, we can predict the future
spread and can plan for managing COVID-19 situations. A short 10-day forecasting can
help the authorities to plan for quick control measures. In other words, the effects of
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COVID-19 can be managed if predictions can be made on the future spread of the dis-
ease and the possible requirement of ICU and semi-ICU units.
The major outcomes of the paper can be summarized as follows:

1. Autoregressive integrated moving average (ARIMA) model is proposed and
implemented for future forecasting of COVID-19 cases.

2. Machine learning classification is performed in order to predict the normal pa-
tients and patients that need admission to intensive care unit (ICU) or semi-ICU
among the samples available in the dataset.

3. The top 30 correlation values between features and target variable are illus-
trated, and Extra trees classifier is used as a feature selection technique.

4. The performance of different classifiers, including stacking classifiers are com-
pared in predicting whether patients need to ICU / semi-ICU or not.

This paper is divided into five sections and is organised as follows. Some related
works dealing with regression and machine learning are described in Section 2. Future
forecasting of COVID-19 cases using the ARIMA model is described in Section 3.
Section 4 contains a summary of the analysed dataset and machine learning approaches
using the dataset. The performance of the proposed classifiers is illustrated in Section
5. Finally, Section 6 provides a discussion on the goals achieved and the points of fur-
ther research.

2 Related Works

Many researchers are working on COVID-19 using machine learning. Sarker et al.
[18] applied a Random Forest (RF) approach to identify the causes of mortality due to
COVID-19. However, their paper did not describe any precision, recall, accuracy re-
sults, etc. They worked with a statistical dataset, and their dataset includes the clinical
data of 1085 cases from 13 January to 28 February 2020. Benvenuto et al. [19] predicted
the spread of the virus infection using a new ARIMA model. The work in [19] also
forecasted the various parameters for the next two days. The authors in [19] used the
real-time statistical dataset of John Hopkins University. Tandon et al. [23] considered
the registered cases of India by deploying the ARIMA model. Ardabili et al. [20] pro-
posed multi-layered perceptron neural network (MLPN) and ANFIS in order to predict
the COVID-19 outbreak of some top affected countries such as Italy, China, Iran, USA,
and Germany. A number of ARIMA models with different boundaries were considered
for the datasets of Italy, Spain and France [28]. Several time series analyses including
ARIMA, RF, RIDGE and SVR were reported to forecast infection cases for 6 days [29].
A study predicted confirmed cases for the next 10 days for the case of Canada, South
Korea, France and the UK [30]. Yang et al. [25] considered 710 COVID-19 patients
and reported the clinical outcomes of 52 one who were critically ill. Some machine
learning results using some classification algorithms are provided on the diagnosis of
COVID-19 patients using a subset of a COVID-19 dataset in [26]. Randhawa et al.
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studied the genome structure of the virus by using supervised machine learning algo-
rithms and by applying digital signal processing [27]. They used LDA, SVM, KNN,
Subspace Discriminant as classification models.

3 Regression Analysis

The number of confirmed COVID-19 infected cases and death cases have reached
up to 30,055,710 and 9,43,433, respectively, according to the WHO situation reports
(18 September 2020) [24]. ACE 2 receptor is the entry receptor in humans of the novel
coronavirus [21]. As of January 2020, some vaccines are being introduced for prevent-
ing COVID-19. A number of vaccines including Moderna’s vaccine and Pfizer-BioN-
Tech vaccines are approved by national regulatory authorities for public use. In differ-
ent countries, doctors prescribe different medicines for patients based on the symptoms
and conditions of the patients. Currently, it has become a global pandemic. This disease
has become a serious burden on the health care facilities of different countries. It is
considered as a serious health crisis and an enemy to humanity. In this situation, pre-
venting the spread of this infection is important. Even slowing down the spread helps
healthcare systems to be ready for COVID 19 patients, as there are not enough hospital
beds to support a huge number of simultaneous patients. Considering these circum-
stances, constructing appropriate models to predict the spread of the virus is useful.
These models should not only be computationally competent but should also be realis-
tic. Therefore, they can help policymakers, medical personals and also the general pub-
lic. In particular, it can help the medical system is being prepared for the confirmed
cases in the coming days and plan accordingly. As a result, the ARIMA model is em-
ployed for predicting the confirmed and death cases of novel coronavirus disease. It is
shown in [22] that compared to linear regression (LR) and support vector machine
(SVM), the ARIMA model can predict events more reliably [22].

The dataset used for regression analysis is collected from Kaggle repository [16].
Johns Hopkins University has prepared this dataset of the number of COVID 19 cases
[17]. This dataset contains time series data on the number of confirmed cases, number
of death cases and number of recovered cases. For regression analysis, ARIMA is con-
sidered, which is a fusion of auto-regressive (AR) and moving average (MA) models.
It is already applied in the prediction problems of environment monitoring [30, 31],
financial economy [32, 33], food safety [34], traffic system [35], etc. Seasonal ARIMA
model is used to predict the daily and monthly solar radiation [36]. ARIMA model
works well for predicting short time series data, and the dataset considered in this work
is a short time series. Hence, ARIMA model is considered in this work. A non-seasonal
ARIMA model can be classified as an "ARIMA(x,y,z)" model, where

x =the number of autoregressive terms,

y = the number of non-seasonal differences needed for stationarity, and

z = the number of lagged forecast errors in the prediction equation.

Let P is denoted as the y-th difference of P, which means:
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Ify=0: p, = P;

Ify=1: pp = P, — P,

Ify=2: p = (P — Pe_1) + (Pe—1 — Pi_3)
The general forecasting equation is:

Dt = U+ @ipeoqg + oo T PxPrx ~ 7 Pr€ey @)

Fig. 1 presents the number of confirmed cases in the world from 22 January 2020 to
23 September 2020 using the ARIMA model. In this case, one plot is for the training
data of the actual cases, another plot is for the validation set of the actual confirmed
cases, and the third one is the confirmed cases modelled by ARIMA. It can be seen
from Fig. 1 that the ARIMA model fits with the actual confirmed cases except for the
days since early September 2020. In the last few days, the ARIMA model has a de-
creasing trend as opposed to the increasing trend of the validation set. Table 1 shows
the forecast of confirmed cases using the ARIMA model and for comparative analysis
linear regression model is also presented. Moreover, Table 1 presents the actual number
of confirmed cases and the average error with respect to ARIMA model. It can be seen
from Table 1 that the projected confirmed cases using the ARIMA model are higher
than linear regression, and are closer to the actual numbers. Table 1 shows that the
number of predicted confirmed cases on 14 September 2020 is 2,91,71,386 using
ARIMA model, where the real number of confirmed cases is 3,01,54,445.

In order to compare the ARIMA and linear regression models, root mean square
error (RMSE) was calculated. The calculated value of RMSE for ARIMA is 57235,
which is lower than that of linear regression being 7942350. Hence, the ARIMA model
is more reliable than linear regression in predicting future confirmed cases.
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Fig. 1. Forecasting of confirmed cases using the ARIMA model
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Fig. 2. Forecasting of death cases using ARIMA model

Table 1. Comparison between ARIMA and linear regression for confirmed case

Linear Regression - Actual Confirmed Re_lative error

Date Prediction ARIMA Model Prediction Case with ARIMA
14/09/20 19313002 29171386 30154445 3.3%
15/09/20 19413940 29439866 30439705 3.3%
16/09/20 19514877 29726395 30753403 3.3%
17/09/20 19615815 30023520 31071813 3.4%
18/09/20 19716753 30317078 31402132 3.5%
19/09/20 19817691 30596777 31706954 3.5%
20/09/20 19918629 30863636 31969394 3.5%
21/09/20 20019567 31128920 32210989 3.4%
22/09/20 20120505 31405581 32492282 3.3%
23/09/20 20221443 31698711 32813778 3.4%

Fig. 2 presents the number of death cases in the world from 22 January 2020 to 23
September 2020 using the ARIMA model. Similar to Fig. 1, Fig. 2 has one plot for the
training data of the actual cases, another plot for the validation set of the actual con-
firmed cases, and a third one for the confirmed cases modelled by ARIMA. It can be
seen from Fig. 2 that the ARIMA model successfully fits with the actual death cases.
Table 2 presents the predicted number of deaths with the ARIMA model and the actual
number of death cases. Table 2 illustrates that on 14 September 2020, the number of
predicted death cases is 8,99,261 using ARIMA Model of order (2,2,3), where the real
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number of death cases is 9,44,300. So, from Table 1 and Table 2, the predicted con-
firmed and death cases are quite close to the real confirmed and death cases for ARIMA
model. In Table 1, the average error between the real confirmed cases and the cases
modelled by ARIMA is 3.395%, whereas the average error between the real death cases
and the cases modelled by ARIMA is 4.83% as shown in Table 2.

Table 2. Future ten days' death case using ARIMA model

Date ARIM? Model Death Actual Death Case Relative Error
orecast
14/09/20 899261 944300 4.8%
15/09/20 904047 950300 4.9%
16/09/20 910123 956312 4.8%
17/09/20 916391 961725 4.7%
18/09/20 921650 967177 4.7%
19/09/20 925494 972384 4.8%
20/09/20 928593 976379 4.9%
21/09/20 932170 980181 4.9%
22/09/20 937080 985553 4.9%
23/09/20 943179 991591 4.9%

Table 3. (a). Comparison of different regression models in predicting confirmed

cases in India
Date PR Model | AR Model | MA Model ARIMA Actual Case |Relative Error with
Model AR Model
14/09/20 5615478 4718586 4674258 4686230 4926914 4.2%
15/09/20 5752073 4795516 4749208 4762345 5018034 4.4%
16/09/20 5891329 4872784 4824492 4838793 5115893 4.8%
17/09/20 6033285 4950393 4900110 4915572 5212686 5.0%
18/09/20 6177979 5028341 4976062 4992682 5305475 5.2%
19/09/20 6325451 5106629 505234 5070125 5398230 5.4%
20/09/20 6475741 5185256 5128968 5147898 5485612 5.5%
21/09/20 6628890 5264223 5205923 5226003 5560105 5.3%
22/09/20 6784936 5343530 5283211 5304439 5640496 5.3%
23/09/20 6943923 5423176 5360834 5383207 5730184 5.4%
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(b). Different regression models in predicting confirmed cases in the USA

ARIMA Relative Er-

Date PR Model | AR Model | MA Model Model Actual Case | ror with MA
Model
14/09/20 8327614 6690583 6734119 6639293 6859862 1.8%
15/09/20 8445839 6738009 6783289 6680210 6897047 1.6%
16/09/20 8565635 6785630 6832669 6723885 6938003 1.5%
17/09/20 8687018 6833455 6882258 6771436 6985072 1.5%
18/09/20 8810006 6881487 6932057 6821323 7037177 1.5%
19/09/20 8934613 6929727 6982065 6870524 7081424 1.4%
20/09/20 9060856 6978170 7032283 6916736 7115267 1.2%
21/09/20 9188752 7026815 7082711 6960009 7152205 0.9%
22/09/20 9318316 7075661 7133348 7002646 7188463 0.8%
23/09/20 9449565 7124709 7184195 7047496 7230704 0.6%

Table 3 presents the comparative analysis of different regression models such as
polynomial, AR, MA, ARIMA, etc., to predict the confirmed cases of next ten days (14
September 2020-23 September 2020) for India and the USA. For this case, the input
data has been collected up to 13 September 2020. Table 3(a) is for the case of India,
whereas Table 3(b) is for the case of the USA. The comparison between the real values
and the predicted values are visible in Table 3(a) and Table 3(b). Table 3(a) shows that
the predicted confirmed cases using AR model are comparatively closer to the real
number of confirmed cases. Table 3(a) presents that the number of confirmed cases on
14 September 2020 is 49,26,914 in India, whereas the predicted confirmed cases using
AR Model is approximately 47,18,586. Moreover, Table 3(b) shows that on 14 Sep-
tember 2020, the predicted confirm cases in USA using MA model is 67,34,119,
whereas the actual confirmed case is 68,59,862. In Table 3(a), the average error be-
tween the real confirmed cases and the cases modelled by AR for India is 5.05%,
whereas the average error between the real confirmed cases and the cases modelled by
MA for the USA is 1.28% as shown in Table 3(b). It can be seen that the error rate in
the USA is smaller than that of India. This can be due to the fact that preventive measure
and proper maintenance of health guidelines and lockdown were better maintained in
the USA.

In this paper, experiments are performed to classify patients who need admission to
ICU or semi-ICU and patients who do not need such admission. The classification is
done using the samples available in the dataset publicly available Kaggle repository
[37]. 5644 samples are contained in this dataset with 111 attributes provided by Hospi-
tal Israelita Albert Einstein, Brazil. Anonymised data samples collected by RT-PCR
and additional laboratory tests are included during a visit to the hospital. The classifi-
cation tasks in this paper are performed using sci-kit-learn machine learning library of
Python programming language. The overall research work is performed using the pro-
cesses shown in Fig 4. The main stages of the processing are the data pre-processing,
the feature selection, and the classification using machine learning algorithms.
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3.1 Data pre-processing

Data pre-processing refers to a data mining method which transfers data into a rea-
sonable format. Several columns are filtered in this stage. Columns are filtered with the
percentage of null is greater than or equal to 99%. Several unimportant columns such
as 'Adenovirus', '‘Bordetella pertussis', 'Metapneumovirus', 'Chlamydophila pneu-
moniae’, 'Inf A HIN1 2009', 'Urine - Urobilinogen’, ‘Urine - Crystals', 'Urine — Aspect'
are also deleted for balancing the imbalanced dataset. After filtering, only 67 columns
are taken into consideration.

The dataset considered in this work is imbalanced. There are a humber of missing
data. Median imputation process is used here for replacing the missing data. In statisti-
cal analysis, imputation is a way to avoid missing values in the dataset. Otherwise,
missing values can generate a problem for evaluating data.

3.2 Correlation between features and the target variable

After executing several types of data processing, the correlation between the target
variable ward_semi_intensive and the features are studied. The variable ward_semi_in-
tensive contains the data related to the requirement of a general ward or a ICU/semi
ICT. It is the summation of the patients admitted to a regular ward, semi-ICU and ICU.
The top 30 correlation values between features and target value are illustrated in Table
4. Next, a correlation matrix is plotted among the features. Since the correlation matrix
containing as high as 30 features will be difficult to view, only a portion will be dis-
played. Fig. 3 shows a correlation matrix that illustrates the correlation coefficient be-
tween different features. For clarity, only the correlation of 9 features is shown that
have correlation values of 0.75 or higher. The matrix summarises the data as an input
for advanced analyses. The line of 1s going from the top left to the bottom right is the
main diagonal, which shows that each variable always perfectly correlates with itself.
A correlation matrix is ideal for comparing the measurement for each pair of dimension
values. This matrix is symmetrical, with the same correlation is shown above the main
diagonal being a mirror image of those below the main diagonal.
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Features Urine_Bile | Urine_Keto | Urine_Hyali | Urine_Yeas | Urine_ Pro | Urine_Est [ Urine_Gra | Urine_Hem | Urine_colo
_pigments_ | ne_Bodies_ | ne_cylinders ts_absent tein_abse | erase_abse | nular_cylin | oglobin_pre r_yellow
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t
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Urine_Ket 0.90 1 0.88 0.89 0.82 0.83 0.88 0.75 0.89
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t
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Urine_Gra 0.99 0.88 0.99 0.99 0.92 0.91 1 0.88 0.98
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Urine_He 0.88 0.75 0.85 0.87 0.86 0.82 0.88 il 0.86

moglobin_
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Urine_col 0.99 0.88 0.96 0.99 0.91 0.91 0.98 0.86 1

or_yellow

Fig. 3. Correlation matrix of features

Several classification algorithms such as RF, LR, XGB, SVM are applied to the fea-
tures in order to classify the data samples. Furthermore, stacking classifiers are also
considered in this work. In this case, stacking 1 means the stack of RF, XGB and LR,
while stacking 2 means the stack of RF, SVM and LR.

Table 4. Correlation between features and the target variable

Features Value Features Value
Proteina C reativa mg/dL 0.285 |Serum Glucose 0.149
Rods 0.282 |Aspartate transaminase 0.148
Metamyelocytes 0.227 |Red blood cell distribution width (RDW) | 0.137
Respiratory Syncytial Virus 0.189 |Urine_Protein_absent 0.125
Urine_color_yellow 0.180 |SARS-Cov-2 exam result 0.122
Urine_Bile_pigments_absent 0.178 |Hb saturation 0.114
Urine_Yeasts_absent 0.177 |pO, (venous blood gas analysis) 0.114
Urine_Ketone_Bodies_absent 0.171 |Alkaline phosphatase 0.111
Urine_Granular_cylinders_absent 0.169 |International normalized ratio (INR) 0.102
Urine_Hyaline_cylinders_absent 0.163 |Segmented 0.097
Lactic Dehydrogenase 0.157 |Gamma-glutamyl transferase 0.091
Urine_Esterase_absent 0.155 |Rhinovirus/Enterovirus 0.085
Myelocytes 0.153 |Promyelocytes 0.076
Neutrophils 0.149 |Urine - Leukocytes 0.068
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Fig. 5. Top 30 feature selection using Extra Trees classifier

3.3 Feature importance using extra trees classifier

In order to find the features that impact the target variable, feature importance is used
in this work. With feature importance, we obtain a score against each of the features. In
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this context, the importance of a feature or attribute becomes greater for higher values
of feature scores. Fig. 5 shows the top features selected using ExtraTrees classifier. It
can be seen that Proteina C reativa (mg/dL) is the highest-ranked feature.

3.4  Classification algorithms

Machine learning classifiers are successfully applied to classify normal (negative)
cases and positive (having disease) cases for the case of many diseases [37-50]. Several
classifiers such as RF [44], LR [43], SVM, XGBoost (XGB) are implemented in this
work. These classifiers are often used in cancer disease prediction such as breast cancer,
lung cancer, etc. [39, 42], prediction of spinal abnormalities [37] and hepatitis disease
prediction [38]. Therefore, these algorithms are applied to the dataset. Next, two stack-
ing classifiers such as stacking 1 (RF, XGB and LR) and stacking 2 (RF, SVM and LR)
are proposed. Note that the stacking classifier is a type of hybrid classifier. As a result,
the performance of the base classifier and the hybrid classifier are observed together.
Moreover, two majority voting ensembles hard voting and soft voting are considered.
For both hard and soft voting, the classification is done by combining the individual
algorithms: RF, LR and SVM.

4 Result Analysis

This section discusses the effectiveness of different machine learning classifiers in
classifying suspected patients who need ICU/semi-ICU admission, and who need not.

4.1 Performance metrics

Similar to other biomedical data analytics, analysing COVID 19 data samples re-
quires a number of metrics. Total classification accuracy alone is not good enough to
find the effectiveness of a classifier. In the context of COVID-19 patients' data, accurate
diagnosis, as well as no incorrect prediction, is vital. Hence, a number of metrics are
considered for proper evaluation of the classifiers. These are training and testing accu-
racy, precision, recall, and F1-score. Besides, the receiver operating characteristic
(ROC) curve, the area under the ROC curve (AUC), and precision-recall curves are
considered too. The ROC curve is effective as it indicates the trade-off between the true
positive rate (TPR) and the false positive rate (FPR). A ROC curve close to (0, 1) co-
ordinate or near the upper left corner indicates the classifier is reliable. Precision-recall
curves can be effective to evaluate the classifiers for the imbalance dataset used in this

paper.

4.2  Performance evaluation

In this section, a number of classifiers are applied on the top 10 features of the dataset
to classify the suspected patients as needing ICU/semi-ICU or no ICU admission. We
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evaluated the effectiveness of several classifiers including RF, LR, SVM, XGB, stack-
ing 1, stacking 2, AdaBoost, Bagging LR, hard voting and soft voting algorithms in
classifying the requirement of ICU/semi-ICU or no ICU requirement.

We have used a number of evaluation metrics, including recall, precision, F1-score,
AUC, specificity, etc. The most important evaluation metrics are recall and precision,
while precision relates to depict the relevant results which is in the form of percentage.
Moreover, recall relates to the total relevant results of correctly classified algorithm.
The combination of recall and precision is F-score. It is well-defined as the harmonic
mean of the model's precision and recall. The performance of models with its summary
is depicted by area under the curve (AUC) when the dataset is imbalanced. Conversely,
the probability is reflected by the specificity of the test.

Table 5. Accuracy and other performance metrics of the classifiers for 10% testing

data
Weighted | Weighted |Miss rate/| Specificity | Weighted | Accuracy | AUC
Classifiers Average |Average Re-| FNR Average
Precision call F1 score
RF 97% 98% 2% 97.85% 97% 97.69% 91%
LR 96% 90% 10% 98.62% 93% 90.09% | 58%
SVM 97% 97% 3% 97.50% 97% 97.35% | 86%
XGB 97% 98% 2% 97.68% 97% 97.52% | 89%
Stacking 1 96% 97% 3% 97.67% 96% 96.99% 74%
Stacking 2 97% 97% 3% 97.85% 97% 97.35% | 80%
AdaBoost 97% 97% 3% 99.27% 97% 97.35% 79%
Bagging LR 96% 97% 3% 99.82% 96% 96.99% | 74%
\oting (RF, LR, 97% 98% 2% 99.82% 98% 97.89% | 91%
SVM) Hard
\oting (RF, LR, 97% 97% 3% 99.45% 97% 97.35% 80%
SVM) Soft

Table 5 describes the results of RF, LR, SVM, XGB, stacking 1, stacking 2, voting
hard and voting soft in terms of precision, recall, FNR, specificity, AUC, F1 score and
accuracy for the case of 10% testing and 90% training data. Based on this training test-
ing split, we compare the classifier results for the prediction of the ICU admitted
COVID-19 patients. The classification accuracy of RF, LR, SVM, XGB, stacking 1,
stacking 2, voting hard and voting soft algorithms are 97%, 90%, 97%, 97%, 96%, 97%,
97%, and 97%, respectively. Among the classifiers, hard voting has the highest classi-
fication accuracy, followed by RF algorithm. It can be seen from Table 5 that voting
hard and RF algorithms provide the highest recall, precision and AUC values. The 98%
recall value of RF and hard voting indicate that 98% of the COVID-19 patients requir-
ing ICU admission are correctly classified with only a 2% of miss rate. Hence, it can
be seen that RF and voting hard algorithms perform well when the dataset is divided
into 10% testing and 90% training samples.

Table 6 describes the results of RF, LR, SVM, XGB, stacking 1, stacking 2, hard
voting and soft voting in terms of precision, recall, FNR, specificity, AUC, F1 score
and accuracy for the case of 20% testing and 80% training data. It can be seen from
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Table 6 that AdaBoost provides the highest accuracy and recall value for the case where
testing data is 20% of the total data samples. It can also be seen that RF and hard voting
have acceptable accuracy, recall and AUC values. However, XGB has the highest AUC
values of 96%, followed by hard voting having an AUC value of 95%.

Hence, from Table 6, it can be seen that XGB, RF and voting hard algorithms per-
form well when the dataset is divided into 20% testing and 80% training samples.

Next, the AUC values are computed for different classifiers: RF, LR, SVM, XGB,
stacking 1, stacking 2, AdaBoost, bagging LR, hard voting and soft voting. For the case
of 10% testing samples, LR has the lowest AUC value of 0.58 or 58%. RF and hard
voting have the highest AUC values being 0.91 or 91%. On the other hand, XGB has
an AUC value of 89%. Hence, RF and hard voting algorithms can perform well in clas-
sifying patients requiring 1ICU/semi-ICU and normal patients when the dataset is di-
vided into 10% testing and 90% training data.

Table 6. Accuracy and other performance metrics of the classifiers
for 20% testing data

- Weighted | Weighted Miss rate/ - Weighted
Classifier Ave_rgge Average ENR Specificity | Average F1 |Accuracy| AUC
Precision Recall score

RF 97% 97% 3% 97.58% 97% 97.43% 92%
LR 96% 90% 10% 98.79% 92% 89.81% 60%
SVM 94% 96% 4% 96.63% 95% 96.46% 65%
XGB 98% 98% 2% 98.11% 98% 97.96% | 96%
Stacking 1 98% 98% 2% 98.11% 98% 97.97% | 92%
Stacking 2 97% 97% 3% 97.93% 97% 97.61% | 89%
AdaBoost 98% 98% 2% 99.73% 98% 98.14% | 93%
Bagging LR 96% 97% 3% 99.63% 96% 96.81% | 80%
\S’\c}tl\'/’l“%gz LR, 98% 98% 2% | 99.91% o7% | 97.61% | 95%
\S/\(;tl\l/ln)gs(g{f't: LR, 98% 98% 2% | 99.73% 98% | 97.87% | 92%

5 Conclusion

This work applies machine learning algorithms in describing two aspects of COVID-
19. Firstly, the ARIMA model is shown to successfully model the increase in the num-
ber of confirmed COVID-19 cases in the world. Moreover, the model also works for
the case of number of confirmed cases of two individual countries India and the USA,
which are badly affected by the virus. This ARIMA model can also predict the number
of confirmed cases in the future. However, the future confirmed cases depend on a
number of factors, including how lockdown or social distancing, and personal hygiene
are maintained. Secondly, this paper applies machine learning algorithms on a dataset
to predict the most important attributes that may lead to the prediction of a patient's
need for ICU or semi-ICU admission. RF and hard voting classifiers are found to per-
form the best in classifying patients who need 1ICU/semi-ICU admission and who need
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no such admission. However, the results of the most important attribute and the predic-
tions depend on the reliability of the dataset. The effectiveness of the ARIMA algorithm
in modelling the spread of COVID-19 cases may vary for different data samples. More-
over. the effectiveness of the classifiers to predict ICU admission may also vary when
different datasets are taken into consideration. In future, a number of other regression
models along with ARIMA should be applied to different COVID-19 spread datasets
including the second wave dataset of Europe. Furthermore, the reliability of the classi-
fiers in classifying ICU or semi-ICU admission has to be validated for more COVID-
19 datasets.
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