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Abstract—One of few limitations of remote laboratory 
technology is the fact that access and usability of such 
laboratories depend largely on the existence of favorable 
bandwidth conditions between the remote user and the 
system under test. This dependence is regrettable because 
some of the institutions likely to find remote laboratories 
attractive are also those most likely to have severe band-
width limitations. Also, a typical remote laboratory will be 
completely unusable to remote students in the event of an 
outright network downtime. In this paper, we propose a 
hybrid online laboratory architecture that allows the 
automatic generation of accurate software models of remote 
laboratories. Such models can be hosted closer to the 
student and during periods of unfavorable bandwidth 
conditions, students can successfully interact with such 
models in lieu of the real hardware. We identify the chal-
lenges that need to be resolved for such a scheme to be 
useful and discuss the process by which suitable modeling 
bases were chosen. Finally we present and discuss data from 
a first test of the system and conclude that such a scheme 
holds considerable promise in changing the way remote 
laboratories are used and viewed. 

Index Terms—bandwidth, hybrid, online, remote labora-
tory, simulation, system identification 

I. INTRODUCTION 

Remote laboratories allow students to carry out labora-
tory work even when they are located thousands of miles 
from laboratory equipment [1], [2]. While this has many 
benefits [3], [4], the separation of student from equipment 
leads to a number of challenges. Notably, the usability and 
effectiveness of remote laboratories depend heavily on the 
conditions of the network link between the student’s 
computer and the remote hardware. When available 
bandwidth is low, the laboratory experience is adversely 
affected [5] and if any segment of the link experiences 
outright failure, the student is unable to carry out his 
experiment. 

Consequently, current remote laboratory technology is 
something of an all-or-nothing technology. With excellent 
bandwidth conditions, students using a remote laboratory 
can benefit from all the advantages attributed to the class 
of resources. However, when there are less-than-ideal 
bandwidth conditions between the student and the remote 
hardware, problems may arise. During a full network 
downtime, a remote laboratory is completely unusable. 
This is regrettable because some of the institutions that are 
most likely to find remote laboratories useful are also 
those most prone to bandwidth and connectivity problems.  

Considering the widely-held belief that educators are 
largely resistant to change [7], it should not be surprising 
if they fail to fully embrace a solution whose functions 
may be limited by prevailing internet connectivity condi-
tions. 

It can be argued that a ready-made solution to this prob-
lem exists in the form of simulations, either on the stu-
dent’s local computer, or througha virtual laboratory 
environment. Indeed, use of a simulation provides its own 
set of unique advantages [8]. Nevertheless, there is evi-
dence that many instructors would take a well-designed 
remote laboratory (if such is available) over a simula-
tion.There are justifications for this preference. For 
example, [8] concluded that “the interaction with real 
equipment and real data in remote labs affords for more 
authentic inquiry, trustworthiness of data, a greater 
personal investment, a sense of presence and reality, and 
a stronger preference for remote labs than performing a 
similar experiment with simulated data”.   

Consequently, it appears that for most instructors, the 
three popular student experimentation paradigms can be 
arranged in order of preference as shown in Figure 1. In 
the absence of a real laboratory, instructors would gener-
ally prefer to work with a remote laboratory if possible,but 
would alsoaccept using a simulation.  

In this paper, we present anonline laboratory architec-
ture, the “hybrid online laboratory”,that makes use of this 
information. Under normal operation, the hybrid online 
laboratoryis a remote laboratory, providing remote access 
to real hardware. However, when the link to the remote 
hardware is downor excessively slow, the architecture 
allows a student to interact with a software model of the 
hardware instead. In other words, the new architecture is 
not just a remote laboratory or a virtual laboratory, but a 
hybrid of the two. 

 
Figure 1.  Three common laboratory experiment paradigms arranged in 

the order of preference shown by most instructors 
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In a hybrid online laboratory, a software model of the 
remote laboratory system under test (SUT) is generated. 
Since the internet link is the usual source of bandwidth-
related problems, the generated model is domiciled 
somewhere on the user’s intranet (either on a client-side 
server or on the student’s machine). Whenever there are 
problems with the Internet link, the remote laboratory 
front-end or client can route the student’s requests to the 
model (after notifying the student and obtaining the 
student’s assent), which can generate results that, in a 
properly-designed system, would be in agreement with 
what would have been generated by the real hardware. 

While the idea of using a simulation for experimenta-
tion is certainly not new, the novelty in our work lies in 
the fact that our architecture provides for decision logic 
that automatically decides whether to link students to a 
real hardware system or a simulation. Furthermore, we 
describe how the software model can be developed auto-
matically without any human intervention, using subspace 
state space system identification.   

The rest of the paper is arranged as follows: in Section 
II, a discussion of relevant system identification concepts 
is undertaken, concluding with the selection of a suitable 
class of algorithms. Section III presents the architecture of 
the hybrid online laboratory,and the testing of a sample 
implementation is described in Section IV. The results and 
issues arising are discussed in Section V. 

II. FRAMEWORK FOR AUTOMATIC MODEL GENERATION 

Although there is some appeal in the notion of an archi-
tecture that generates a model to replace the SUT of a 
remote laboratory when necessary, there are two chal-
lenges that must first be addressed. First, the generated 
model must be an accurate replica of the real system, 
otherwise results obtained with it would not be considered 
pedagogically useful. Secondly, unless some means is 
found to automate the model-generation process, the 
scheme might only find limited application as it would be 
unrealistic to expect that a modeling expert could be found 
to develop models for each and every SUT. In summary 
therefore, a hybrid laboratory should be able to automati-
cally generate models for its SUT(s), and these models 
must be very accurate.  

There are two broad approaches to modeling. In model-
ing from first principles or white box modeling, a set of 
mathematical or logical structures is developed from a 
thorough understanding of the scientific principles under-
pinning the operation of the real (or “target”) system. In 
the other approach, called system identification, a model is 
generated from input and output data from the system [9]. 
When the development of models from system behavioral 
data benefits from insight (called a priori information) into 
the behavior of the corresponding real life system, the 
process is called gray-box modeling. Conversely, black-
box modeling is said to have taken place when no prior 
insight into the target system is available.  

Models developed by system identification can be pa-
rametric or non-parametric. Whereas nonparametric 
models represent the target system as curves and func-
tions, parametric models employ finite-dimensional 
parameter vectors. Although nonparametric models are 
easy to employ, they are very sensitive to noise and are 
generally not very accurate. Very accurate parametric 
representations can usually be generated for system data, 

but the process is often involved and requires experience 
[10]. 

A very important aspect of the system identification 
problem is the selection of the proper mathematical, 
logical or graphical structures to serve as basis for the 
representation of the target system. Commonly used bases 
include regressive structures, artificial neural networks, 
radial basis functions, and state space representation.  

In recent times, state space representations have found 
increased application, especially for the class of linear, 
time invariant (LTI) systems. Application of state space 
structures to modeling is based on realization theory and is 
usually traced back to the work of Ho and Kalman [11].  

In the combined discrete-time realization problem, an 
unknown system with inputs  and outputs 

 is represented as the state space structure: 
(1) 

 
 

where A , B , C  and D 
 are unknown system parameters to be deter-

mined and correspond to the state matrix, the input matrix, 
the output matrix, and the direct transmission matrix 
respectively. Also, u and v are zero-mean, white noise 
processes with covariance matrix: 

 

                       
(2) 

 
The objective is to identify the order, n, of the system, 

and system matrices A, B, C and D to within a similarity 

transformation, as well as the matrices Q , 

S  and . Techniques by which realiza-
tion theory is applied to system identification of an un-
known system are collective referred to as subspace state 
space techniques [12]. 

Subspace techniques possess a number of advantages 
when compared to other parametric techniques/structures.  
They do not require non-linear optimization techniques 
used in classical prediction error method 
(PEM)/instrumental variable (IM) approaches. They also 
do not require the imposition of particular canonical 
forms, a process that is primarily responsible for making 
classical approaches so difficult to master [13]. From the 
perspective of the user, another important advantage of 
subspace approaches is that they can be used for MIMO 
systems with no added complexities. In fact, the user only 
needs to specify a single parameter, the order of the 
system. 

Subspace techniques are therefore ideally suited to be 
applied for automatic model generation in a hybrid online 
lab. 

III. ARCHITECTURE OF A HYBRID ONLINE LAB 

A. Overview 
A hybrid online laboratory is primarily a remote labora-

tory but becomes a virtual laboratory when the remote 
hardware is unavailable or otherwise unusable. This 
specification leads to two important considerations about 
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the architecture of a hybrid online laboratory. First, a 
hybrid laboratory is best viewed as an extension of a 
remote laboratory,with the new features constituted by the 
addition of a “lower functionality” software model mode. 
Second, the central operational requirement in a hybrid 
online laboratory architecture is the capability to select 
one of the two possible modes of operation (Figure 2). In 
the architecture of a sample hybrid online laboratory in 
Figure 3, the selection logic is performed by the “band-
width check and decision logic” block.  

A hybrid laboratory should ideally use a multi-tiered 
architecture. Problems with the network link between 
student and hardware resource usually affects the external 
link to the Internet, rather than segments of the student’s 
local network. Therefore, for the hybrid laboratory to 
function properly, the backup software model to be used 
instead of the remote hardware has to be hosted on the 
student’s side of the internet link. It would be possible to 
design the student’s client (front end) software module to 
incorporate the bandwidth check and decision logic. It 
would be less convenient to incorporate the ability to 
generate software models, and it would be impractical to 
give the client full access to all previous hardware runs 
that would be needed by the model generation module. All 
three functions above would be better performed if the 
architecture had a third tier.  

B. Sample Implementation 
The current implementation of the hybrid online labora-

tory architecture was based on the MIT iLab Batched 
Architecture (ISA), a three tiered architecture with the 
topology shown in Figure 4 [1], [5], [16]. A number of 
modifications were made to the base ISA. Two web 
service methods were added to the server tier. The first 
method, connectionFavorable(), allows the determination 
of bandwidth conditions between service broker and 
server, while a second one, populateModelData(),  allows 
the extraction of data from previous experiment runs on 
the hardware. 

No modification was made to the client tier, other than 
to note that for each laboratory, two distinct clients might 
now be required: one to be used for the remote laboratory, 
and another one to be used if the simulation mode is 
selected. In the sample implementation, a single client was 
used. 

More significant changes were made to the service bro-
ker tier. Normally, the ISA service broker includes a 
database table, containing experiment records of students 
whose user accounts are managed by the particular service 
broker. To allow for the possibility of generating models 
from as large a set of user data as possible, the service 
broker tier was modified by adding a new database table, 
allData,which contains every experiment record ever run 
on the server, even those for students managed on other 
service brokers. This database is populated by invoking 
populateModelData().  

The bandwidth check and decision logic was imple-
mented as a separate module. In the normal service 
broker, to launch a laboratory client, the student navigates 
to the appropriate page, and clicks a button labeled 
“launch”. For the hybrid online laboratory, the operation 
of the “launch” button was modified so that it first in-
voked the bandwidth check module. This module invokes 
the connectionFavorable() web service. By timing how 
long it takes to transfer a known amount of data between 

the two tiers, the bandwidth check module determines the 
state of the connection between service broker and server. 
Depending on the outcome, the bandwidth check module 
launches either the client for the remote laboratory or the 
alternative client to interact with a simulation. Before 
doing the latter though, the student is presented with a 
dialog box informing her of the options (Figure 5). 

An automatic model generation (AMG) module was 
also added to the service broker. Originally implemented 
in Matlab, the AMG was re-implemented in C# to allow 
better integration into the service broker. The AMG 
generated a software model from the data in allData. The 
model was stored in a text file in form of the system 
matrices A, B,C and D, and the matrices w and v (1).  

 
Figure 2.  Selection logic at the heart of hybrid online laboratory 

architecture 

 
Figure 3.  Architecture of a hybrid online laboratory 

 
Figure 4.  MIT iLab Batched Architecture 
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Three different subspace algorithms were considered as 
basis for the AMG: the ISID algorithm of Van Overschee 
and De Moor[12], the Matlab Central MOESP algorithm 
of Yi Cao [14] and the Matlab subspace state space 
system identification(N4SID) function [15].  System 
matrices for 1250 systems were randomly generated using 
a Matlab script, and assuming the noise model shown in 
Figure 6. All terms other than J1 and J2 were defined in 
(1) and (2). J1 and J2 are summing junctions.  Input and 
output sequences were generated for each system, with the 
length of each sequence set at 50,000 samples. White 
noise corresponding to a signal-to-noise ratio (SNR) of 
5dB was injected at the output. All 1250 systems were 
then identified in turn by the three candidate subspace 
algorithms.  

The entire process was repeated for simulated systems 
with 10dB, 15 dB, and 20 dB, as well as another set with 
no injected noise (hence, ∞ dB). In all, a total of 7250 
systems were used for the assessment, which consisted 
simply of determination of the simulation errors when 
each system was identified using each of the three algo-
rithms. Table I provides a breakdown of the simulation 
errors for each algorithm, per system order, and per SNR. 
The difference in the performance of the three algorithms 
is statistically insignificant. The MOESP algorithm was 
selected, ultimately not because it appears to provide the 
best results (the differences are insignificant) but because 
its implementation is very simple and computationally 
efficient, making it easy to port it to the C# programming 
language. 

IV. TESTING 

The sample hybrid laboratory implementation was 
tested piecemeal. First, the accuracies of automatically-
generated models were tested. Secondly, the bandwidth 
check and decision logic module was tested. All tests were 
carried out with a hybrid online laboratory based on the 
Obafemi Awolowo University (OAU) Op-Amp iLab [1], 
[16]. 

The OAU Op-Amp laboratory is an iLab built around a 
simple operational amplifier circuit that can be remotely 
configured in any of a small number of standard circuits. 
A simplified version of the SUT is shown in Figure 7. 
Students interact with the SUT through a simple inter-
facein a browser.  

By utilizing a National Instruments SCXI 1169 switch 
arraywith 100 rhodium-tipped electromechanical chan-
nels, various combinations of switches can be closed 

remotely to achieve different test circuits. For our tests, 
two configurations, theinverting amplifier and non-
inverting amplifier, were utilized. 

 
Figure 5.  Dialog box showing a message informing student that a 

simulation-based experiment is being resorted to rather than the original 
hardware-based one requested 

 
Figure 6.  Representation of state space innovative form showing error 

model 

 
Figure 7.  OAU Op-Amp lab system under test 

TABLE I.   
SIMULATION ERRORS OF ISID, MOESP AND N4SID-CVA SUBSPACE ALGORITHMS FOR FIRST ORDER TO FIFTH ORDER SYSTEMS AND VARYING 

AMOUNTS OF NOISE 

 Simulation Errors (%) 

ISID MOESP N4SID-CVA System  
Order ∞ dB 20 dB 15 dB 10 dB 5 dB ∞ dB 20 dB 15 dB 10 dB 5 dB ∞ dB 20 dB 15 dB 10 dB 5 dB 

1st Order 0.4 7.3 11.5 19.1 30.2 0.4 7.3 11.1 19.6 30.2 0.4 7.3 11.1 19.6 30.6 

2nd Order 0.0 3.9 7.4 11.9 19.0 0.0 3.9 7.4 11.9 19.1 0.8 4.2 7.4 12.2 19.4 

3rd Order 0.0 3.2 4.4 7.5 12.2 0.0 3.2 4.7 7.5 12.2 0.0 3.2 5.2 7.5 12.2 

4th Order 0.0 2.0 3.6 4.1 9.0 0.0 2.0 3.6 4.1 8.7 0.0 2.0 4.0 4.5 9.5 

5th order 0.0 0.9 3.2 3.0 6.2 0.0 0.9 3.2 3.0 6.2 0.4 0.9 3.4 3.4 7.8 
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The Op-Amp iLab was selected for this work because it 
is the simplest multi-tiered remote laboratory to which we 
had full access. Its simplicity allowed us to identify and 
focus on the core issues surrounding the implementation 
of a hybrid online laboratory. 

Eight sets of data were collected from the Op-Amp lab. 
The first four sets were for two inverting amplifier ex-
periments (Datasets 1 and 2) and two non-inverting 
amplifier experiments (Datasets 3 and 4) run by students 
of Electronic and Electrical Engineering, OAU during the 
2005 academic session. For all four experiments, the input 
signals were single-tone sinusoids. 

For the second set of four experiments, the experiment 
execution engine was modified to accept a swept-sine 
input. This was fed into an inverting amplifier configura-
tion for two tests (Datasets 5 and 6) and a non-inverting 
amplifier configuration for two more tests (Datasets 7 and 
8).  

Using Dataset 1, the AMG was used to generate a sub-
space state space model without user intervention. The 
accuracy of the generated model (for ease of reference, we 
will refer to the model generated from Dataset X as 
“Model X”) was tested by feeding in the input sequence 
from Dataset 2 into the model. The resultant output 
sequence was compared with the actual output signal of 
Dataset 2. A similar process was repeated for the 2005 
non-inverting sets as well as both inverting and non-
inverting amplifier swept-sine experiments, resulting in 
“Model 3”, “Model 5” and “Model 7”. 

Simulation errors were calculated from the differences 
between the Model 1-generated output sequence (given 
Dataset 2 input sequence) and actual output sequence of 
Dataset 2; Model 3-generated output sequence (given 
Dataset4 input sequence) and actual output sequence of 
Dataset 4; Model 5-generated output sequence (given 
Dataset 6 input sequence) and actual output sequence of 
Dataset 6; Model 7-generated output sequence (given 
Dataset8 input sequence) and actual output sequence of 
Dataset 8. The simulation errors are shown in Table II. 
While the simulation errors for Model 5/Dataset 6 and 
Model 7/Dataset 8 are seen to be low, a better feel for the 
implication in time-domain signal characteristics is shown 
in Figures 8a and b. Figure 8a shows the waveform of the 
output sequence predicted by Model 5, given Dataset 6 
(solid line) along with the signal generated by the real Op-
Amp circuit (dotted line). Figure 8b has similar wave-
forms for Model 7-generated output for Dataset 8 and 
actual Dataset 8 output. 

The bandwidth check and decision logic module was 
tested by artificially throttling the connection to the Op-
Amp server machine using a bandwidth manager. At 
different bandwidth settings of the bandwidth manager, 
the bandwidth check module was tested by clicking on the 
“launch” button and seeing whether the student was 
prompted that a simulation would be run instead. Table III 
shows a summary of the test. 

V. DISCUSSION 

The results generated by Models 5 and 7 (both swept-
sine experiments) are seen to be very close to results 
generated from real hardware while the 2005 experimental 
records led to less accurate models.  

There are two likely reasons for the inaccuracies of the 
2005 datasets. First, the input/test signals were monotone 

sinusoids, which run counter to a well-established tenet in 
system identification: systems must be excited with 
signals that can expose a good cross-section of system 
dynamics [10]. 

TABLE II.   
SIMULATION ERRORS FOR REAL OUTPUTS OF DATASETS 2, 4, 6 AND 8 

VERSUS OUTPUTS PREDICTED BY MODELS 1, 3, 5 AND 7  

 Model 1 
(Dataset 2)

Model 3 
(Dataset 4) 

Model 5 
(Dataset 6) 

Model 7 
(Dataset 8)

Simulation 
Error (%) 

11.21 8.13 0.35 0.41 

 
. 

 
 
 
 
 
 
 
 
 

 
 

(a) 
 
 

 
 
 
 
 
 
 
 
 

 
 

(b) 

Figure 8.   (a) Output sequence predicted by Model 5, given Dataset 6 
(solid line) along with the signal generated by the real Op-Amp 

inverting amplifier circuit (dotted line). (b) Output sequence predicted 
by Model 7, given Dataset 8 (solid line) along with the signal generated 

by the real Op-Amp non-inverting amplifier circuit (dotted line). 

TABLE III.   
CLIENT VERSION LAUNCHED FOR DIFFERENT BANDWIDTHS OF THE 

INTERNET LINK TO THE SERVER 

Bandwidth 
Client launched by service broker: 
remote laboratory or simulation? 

“Unlimited” (~1Mbps) Remote laboratory client 

512 kbps Remote laboratory client 
128 kbps Remote laboratory client 
64 kbps Remote laboratory client 
32 kbps Remote laboratory client 
16 kbps Simulation client 

8kbps Simulation client 
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Secondly, the Op-Amp laboratory normally stores 400 
data points, meaning the number of samples used for the 
system identification process was far lower than the 
recommended range of 103 to 104 samples [6].  Datasets 5 
to 8 on the other hand, all had 12,500 samples each of 
multi-tone sinusoids, leading to better results. 

So can the results above, generated by and for such 
simple systems, be extended to a larger range of remote 
laboratory SUT? We believe the answer is yes. Doubtless, 
the results should extend to any single-input-single-output 
static, first or second order system operating in linear 
mode with excellent signal to noise ratio. Extension to 
other classes of systems would need to be preceded by a 
more rigorous set of tests. 

It should be reiterated that there is considerable value to 
be derived from getting an automatic model generation 
system like this to work for as wide a range of remote 
laboratories as possible. Deployed with multi-tiered 
remote laboratory architecture, the generated models can 
be stored on a system near the student (or on the student’s 
system itself). This allows student to interact with a 
software model when the hardware is unavailable.  

Certainly, the aim here is not to argue that simulated 
results will always be identical to those from hardware; 
what we propose is very much a half-bread-is-better-than-
none solution. That is, when the real hardware is unavail-
able, rather than sending the experiment-seeking student 
away, our proposed system would generate simulated 
results. The simulated results would ideally be very close 
to those generated by a real system. Even when they are 
not so close however, they should provide some peda-
gogical value (assuming there are no errors that propagate 
erroneous notions about the system under test). It would 
certainly be interesting to carry out a study where the 
perception and performance of made to use the simulated 
alternative is compared with those who interacted with the 
real hardware.  

Whatever the outcomes of such a study though, it is 
clear that the hybrid online architecture would provide a 
gentler degradation in the laboratory experience of stu-
dents when the backend hardware of a remote laboratory 
is unavailable.  

Although the models in the hybrid online lab described 
in this paper were generated automatically, automatic 
model generation is not a requirement for every hybrid 
online laboratory. Indeed, a remote laboratory could be 
converted to a valid hybrid online laboratory simply by 
integrating a bandwidth check module which can redirect 
the student seamlessly to a virtual laboratory client offer-
ing similar learning objectives. 

There is however no gainsaying the fact that an ideal 
online laboratory would feature automatic generation of 
accurate models, thereby eliminating the need to search 
for similar virtual laboratories to redirect students to.  
Further research can establish that results close enough to 
real results to be pedagogically useful can be obtained for 
certain classes of systems. This implies that some work 
still needs to be done on various parts of the framework. 
However, we believe our current results provide excellent 
basis for optimism. 

VI. CONCLUSION 

We have made a case that the over-dependence of re-
mote laboratory systems on internet connectivity condi-

tions is unwholesome. We propose that rather than having 
remote resources completely unavailable in the event of a 
network outage, students can be referred to an accurate 
model of the system under test instead. Although the 
experience may not be exactly the same as remote the real 
hardware, we have results that suggest that at least for 
some systems, the results may be close enough to be 
useful. The knowledge that a remote laboratory would 
offer some service of value to students irrespective of the 
current condition of an institution’s internet connection 
should make rlabs even more attractive.   

We confirmed our initial ideas by automatically devel-
oping models for a simple remote laboratory SUT and 
showed that with care taken in selecting input signals, 
good results can be obtained for real life systems.  

Some work needs to be done to expand the idea of hy-
brid online laboratories further, but our results indicate 
that they could be very useful in improving the overall 
student experience with online laboratories. 
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