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Abstract—This research aims at an automatically moving robot intended for 

the elderly with voice control using voice recognition that gives a direction to the 

robot by a voice command. The development of this robot employed an algorithm 

that converts voice to text to control the robot mobility. The performance testing 

of the automatically moving robot intended for the elderly with Thai language 

voice commands revealed an accuracy of voice-to-text conversion for commanding 

the robot to move in designated directions of 100 percent, and the accuracy of 

voice-to-text conversion for commanding the robot to move in designated direc-

tions using English language was 80 percent, while that for both Thai and English 

commands was 70 percent. Errors in voice-to-text conversion occurred when com-

mands were not clearly spoken or pronounced or when commands were issued from 

people located in a very noisy place. 

Keywords—Automatically wheelchair, elderly, voice control 

1 Introduction 

Most elderly have encountered problems associated with medical services due to 

traveling expenses, medical expenses, and long waiting times for medical treatment. 

Moreover, buildings, equipment, or media do not support their access needs and utili-

zation. Ultimately, these situations leave them abandoned and treated inappropriately 

since they are unable to access rehabilitation, and thus fundamental rights due elderly 

are violated. If elderly receive medical treatment and aiding equipment, they will be 

able to live their lives normally and do not become a burden to their families and the 

country’s economy. Though the universal health care coverage scheme is available, 

granting of benefits, management, and mechanisms in service payment according to 

their rights are practically different, especially concerning assistive devices for the el-

derly. For example, a wheelchair that can assist the elderly, including the elderly with 

disabilities and the elderly with semidisabilities, has been designed to meet the needs 

of patients [1]–[4]. The adopted technology has the wheelchair to automatically [5]–[7] 

move in a safe position, and sensor signals are used to make driving easier [8], [9]. 

These technologies enable efficient wheelchairs to move in crowded places [10]. Such 

wheelchairs determine the position of movement within the building using 3D 
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simulations to simulate the movement situation for the elderly to practice using wheel-

chairs effectively [11]–[14]. SLAM technology was used in the movement of the wheel-

chair [15], enabling the wheelchair to move outdoors by learning a large map and learn-

ing about urban features, such as pavement surfaces [16], [17] ramps or obstructions 

along the way [18]. In addition, wheelchairs have been improved to be more stable and 

able to move on uneven floors to prevent falls [19]. Wheelchairs are designed to be both 

sitting and standing, and the user can control wheelchairs by upper body movement 

[20]–[22]. Based on the abovementioned technology, current technology uses brain-

wave signals to control wheelchairs (electroencephalography: EEG) [23]–[27], hand 

gestures [28], [29], and images of the eye [30]–[32]. In addition, a network system has 

been installed on the wheelchair so that wheelchairs can communicate with each other 

to record the movement path. The movement of the wheelchair can be controlled in 

response to user guidance, and incidents of wheelchair users can be reported [33]–[35]. 

As a consequence, to reduce the gap of inaccessibility of healthcare services and aiding 

equipment as mentioned earlier, management and mechanisms of service payment need 

to be developed to reach a standard and eliminate such inequalities, including promot-

ing operational guidelines for personnel and hospitals that will not be obstacles for el-

derly to access health care services any longer and perspectives [36] and attitudes of 

the management and people toward establishing a welfare state that has differences in 

terms of the historical context and social environment associated with the welfare of 

elderly. Some societies view that establishing good welfare for the elderly is worth the 

investment, while some societies consider welfare for the elderly as services responding 

to basic ethical principles in accordance with human rights. Different perspectives and 

attitudes have an effect on the content and substance of policies regarding elderly. 

Multiple research studies have found that the development of management and 

mechanisms of service payment for elderly in Thailand should refer and compare to the 

way countries execute good standards of service management for elderly in the inter-

national context and that such an approach can be a lesson for developing the service 

system management for elderly in Thailand. However, it is not a conclusion that welfare 

for the elderly in Thailand has to follow those countries since it needs to be considered 

in association with requirements and other factors. 

This research proposed the development of an automatically moving robot intended 

for the elderly with voice control (see Fig.1) that does not require the assistance of 

hospital staff to reduce the burden and number of nursing staff, provides fast service, 

and enables the hospital to increasingly accommodate other services, especially in hos-

pitals that have a high ratio of service receivers to service providers, which is consistent 

with the situation in many hospitals across the country. Furthermore, the algorithms 

used in the automatically moving smart robot intended for the elderly with voice control 

can also be used to control electrical devices to facilitate the elderly who can speak but 

unable to move, lead a more comfortable life. 
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Fig. 1. A prototype wheelchair robot. 

As shown in Fig. 1, fundamental structure of automatically moving robot intended 

for the elderly. The wheelchair used as the fundamental structure in this study has 4 

wheels (the Quard) modified from a transport wheelchair that requires someone to push 

it. 

2 Literature Review 

2.1 Wheelchairs 

Wheelchairs for patients and the elderly have evolved quickly with quality. Cur-

rently, wheelchairs for patients or the elderly use a lightweight metal structure such as 

aluminum or titanium. Electronic technology has been implemented in the control part 

by having a system to force and recline a backrest, a safety system and a system of fast-

moving wheels suitable for elderly patients who need long-term wheelchair use. Thus, 

patients who require wheelchairs and patients with physical impairment caused by dis-

eases or accidents can use wheelchairs to suit their individual needs in daily life.  

2.2 Sensors 

A sensor [37] is an object used to detect a situation or change of its own environment 

and provides a consistent outcome. A sensor is a transducer that produces different 

kinds of signals that are most likely electrical or light signals. Sensors are widely used 

in everyday life, such as a touch sensitive elevator button (touch sensor) and lamps with 

a dimmer touch base. In addition, sensors are used in countless situations that most 

people are unaware of. With the advancement of microelectromechanical systems and 

microcontroller platforms that are easy to use, the usability of sensors has been widely 

expanded rather than relying on conventional temperature, pressure, or flow 
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measurement. Wireless sensors are also used in smart home systems [38] to detect tem-

perature and control LED lamp. 

2.3 Microcontrollers 

Robots with higher conditions of function require an increase of robotic computer 

capabilities. Thus, a microcontroller has been invented to replace an electronic circuit. 

As such a fundamental system, a microcontroller can easily change operating condi-

tions by changing the sequence control program run on personal computers. To build 

robot brains, robot operating control circuits and single board computers (SBCs) are 

implemented as controllers with an operating system similar to personal computers; 

however, everything is minimized and included in a small circuit that is popularly used 

in robots with multiple functions or complicated control systems, such as in program-

mable logic controllers (PLC). Programmable logic controllers were invented and de-

veloped to replace the relay automatic control system and are widely used in factories 

since they are durable enough to be used in a factory environment. Moreover, they are 

easy to use, have operating systems that can be changed easily, serve multipurpose 

needs and are easy for maintenance. 

2.4 Motor control 

Motor control means the ability to regulate a motor to operate as commanded to 

achieve safety of motors themselves and the machine equipment connecting to motors 

to achieve operator safety. The objectives of motor control are as follows: 1) starting 

motors, 2) stopping motors, 3) reversing, 4) motor running, 5) speed control, 6) safety 

of operators, 7) motor and system damage protection, and 8) maintenance of motor 

starting equipment 

2.5 Automatic speech recognition 

A keyboard and mouse were previously used as response devices for computers, 

including the ability to understand operating commands of computer systems, conse-

quently contributing to access of technology that is difficult for many people. However, 

the arrival of automatic speech recognition (ASR) [39] destroyed the wall of technol-

ogy, which made using computers so simple that people at all levels, though they are 

not familiar with and skillful in using technology, could respond to computer systems 

easily through voice. Voice or speech recognition is a system that helps convert voice 

to text in which computer systems receive voice data from electronic devices and 

choose appropriate language models for conversion [40]. 

2.6 Basic principle of voice recognition 

This principle is similar to the basic of understanding speech or words spoken by 

any human that comprises sound wave analysis, a recognition decoder, a sound wave 
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model, a dictionary, and a language model (rules and grammar). Voice conversions use 

a standard signal and writing system to comply with voice signals [41], [42]. 

2.7 Language model, rules, and grammar 

Rules and grammar are used to identify methods of speaking that have a limited 

scope in voice conversion in voice recognition. A language model can facilitate analysis 

of speaking that does not have a definite form. Voice conversion is not comparable to 

a model of speaking, such as in the application of rules and grammar, but voice is con-

verted into speech or words by means of the probability of words that are formed to be 

a sentence. Voice recognition using a language model to convert all speech or words 

into text is called dictation (the act of speaking words that someone writes down or that 

a machine records). The application of voice recognition to dictation can be used for 

voice conversion to text in a word processing program such as Microsoft Word as well 

as in other aspects, such as systems for flight reservations over the telephone, which 

can facilitate various speaking models and are more flexible and natural; moreover, an 

API system and AI technology can recognize voices and process spoken language as 

well [43]. 

2.8 Relevant studies 

Hinderer et al. [44] proposed an autonomous stair-climbing wheelchair technology. 

It offers unlimited and independent mobility. Because of dynamic stabilization, the 

wheelchair moves on only one axis. It has highly agile driving behavior and is compact 

in size. The autonomous climbing system is based on a leg mechanism that consists of 

two legs with lower and upper leg support. While climbing a stairway, the legs push the 

wheelchair on the next higher situated step. Afterward, the legs are pulled successively 

on to the next step while climbing down, and the opposite sequence of movements oc-

curs. 

The work of Hashizume et al. [45] is discussed as follows. When the number of 

elderly people in a society increases, caregivers are increasingly needed. To reduce the 

burden of caregivers, a remote controllable electric wheelchair (telewheelchair) was 

developed. The telewheelchair is equipped with a remote-control function and a com-

putational operation assistance function by means of a head mounted display (HMD). 

The caregiver does not need to constantly supervise the wheelchair user. In the mean-

time, the psychological burden faced by a person riding in a wheelchair is reduced if 

the wheelchair is operated by a machine without the caregiver’s help. Technologies 

such as modern environmental sensors and artificial intelligence (AI) were used. The 

telewheelchair combines human operation with automatic operation using AI. AI per-

forms object recognition and environment recognition and helps humans manipulate 

basic wheelchairs. In addition, the telewheelchair is operable from a remote location. 

This eliminates the need for a caregiver to physically move a heavy wheelchair, reduc-

ing the burden of the caregiver. 

In the work of Josephine Leela et al. [46], consideration was made for those who 

encounter physical problems with walking due to injuries or disabilities, such that a 
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wheelchair is brought to help disabled people take part in society and earn a living. 

Disabled people provide their voice to an Android mobile device; the output of the 

android mobile device is a voice command that is converted into text. The output of the 

mobile device is given to the microcontroller and the proposed system movement is 

controlled using a Bluetooth module. In addition, an ultrasonic sensor is used to detect 

obstacles. 

In the work of Aktar et al. [47], a voice recognition-based intelligent wheelchair and 

GPS tracking system was developed for physically handicapped people who are unable 

to drive a wheelchair by hand so that they can operate the wheelchair using voice com-

mands, and the location of patients/handicapped people can be traced using a GPS mod-

ule in the wheelchair that tracks and sends the information to a smartphone application 

via Firebase. Voice module V3 is used to record the patient’ s voice and recognize that 

voice to follow the instructions of the patient. The patient’s voice data are transmitted 

to a Wi-Fi module to control the wheelchair. The Wi-Fi module directs the motor driver 

to move the wheels to desired directions. 

Avutu et al. [48] - As the number of the elderly and handicapped people encountering 

road accidents rises, the number of wheelchairs is expected to increase. However, the 

number of patients is greater than caregivers. As a consequence, a voice control module 

for a motorized wheelchair which works based on the speech processing technique and 

low cost local-map navigation and the concept of mel-frequency cepstrum coefficients 

(MFCCs) were employed so that the wheelchair will be automatically taken to desired 

destinations. 

Barbosa et al. [49] proposed TrailCare, an indoor and outdoor context-aware system. 

TrailCare uses indoor and outdoor location information to assist wheelchair users. The 

outdoor system uses a GPS tracking system to record their trails, and the indoor system 

records the routes that the wheelchair passed to locations where an RFID card is in-

stalled that sends the position to the server. The TrailCare reader mounted on the wheel-

chair is Arduino middleware that has 3 features for communication, such as 1) commu-

nication through Bluetooth, 2) reading an RFID card to obtain the position information 

inside of the building, and 3) communication with the wheelchair using firmware soft-

ware through RS-232. 

Puanhvuan et al. [50] proposed a navigation-synchronized multimodal controlled 

wheelchair from brain signals (a brain-controlled wheelchair, BCW, that allows pa-

tients to control the wheelchair by their thoughts). P300 is a reliable brain electrical 

signal that could be used for interpreting user commands. Wheelchair users are able to 

select from 9 possible destination commands in the automatic mode and from 4 direc-

tional commands, such as forward, backward, turn left, and turn right. 

Kundu et al. [51] proposed a hand gesture-based control of an omnidirectional 

wheelchair using an inertial measurement unit (IMU) and myoelectric units as wearable 

sensors. Seven common gestures are recognized to control the wheelchair, i.e., 1) for-

ward, 2) clockwise, 3) turn left, 4) backward, 5) anticlockwise and 6) turn right. The 

gestures are classified using shape-based feature extraction and a dendogram support 

vector machine (DSVM) classifier. The dynamic gestures are mapped to the omnidi-

rectional motion command to navigate the wheelchair. A single IMU is used to measure 

the wrist tilt angle and acceleration in 3 axes. EMG signals are extracted from 2 forearm 
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muscles and processed to provide an RMS signal. Initiation and termination of dynamic 

activities are based on autonomous identification of the static to dynamic or dynamic 

to static transition by setting static thresholds on processed IMU and myoelectric sensor 

data. Classification involves recognizing the activity pattern based on the periodic 

shape of trajectories of the triaxial wrist tilt angle and EMC-RMS from the two selected 

muscles. Dynamic activities are used as features to classify dynamic activities. The 

classification algorithm and real-time navigation of the wheelchair use the proposed 

algorithm. 

Lu´ıs Coelho and Daniela Braga [52] developed a voice-operated intelligent wheel-

chair using 41 commands. The principle of voice recognition used hidden Markov mod-

els (HMMS) to compare voice commands from users to the recorded commands. Other 

than the voice commands, this research study measured status values of users such as 

weight, vital signs, oxygen saturation, etc. 

Shaheen and Umamakeswari [53] developed an intelligent wheelchair for people 

with disabilities by embedding a device to facilitate people with leg disabilities who 

cannot speak. Based on the ARM processor, the device is designed with an intelligent 

wheelchair, and people with disabilities can direct it. By pressing the keypad (buttons) 

in the device, disabled people can move the wheelchair. An L298 motor driver is used 

with the help of an ultrasonic obstacle sensor to detect obstacles. An LCD shows the 

basic needs of people with disabilities that are already assigned in the buttons. 

Siva Kumar and Sudhagar. [54] developed a stair climbing intelligent wheelchair 

controlled by voice, a joystick, and navigational intelligence. The ATMEGA 3128 mi-

crocontroller is used to trace and control, and a set of sensors, such as infrared sensors 

and ultrasonic sensors, is used to detect obstacles. 

E. Yulianto et al. [55] proposed a wheelchair for people with paralysis of both arms 

and legs or Quadriplegia Patient. The patients cannot use a joystick-controlled wheel-

chair. The electric wheelchair for people with paralysis of the arms and legs is designed 

to be controlled by an EMG signal. EMG signals are produced by contractions of the 

muscles that the paraplegic can move, including the neck and face muscles. The in-

creased EMG signal amplitude during muscle contraction is used as a stimulant for the 

wheelchair electric motor to move forward, backward, right turn, and left turn. The 

muscle contractions to the electric motor are transmitted wirelessly to reduce cable use. 

In regard to the relevant studies mentioned above, wheelchairs were controlled by 

using buttons or navigation equipment. The navigation or voice controlled parts relied 

on the principle of voice recognition through a microphone mounted on the Arduino 

controller equipment. Therefore, the idea considered in this research is to develop a 

wireless voice-controlled wheelchair with a collaborative operating system between a 

smartphone application and a Raspberry Pi 3 Model B board that have a similar perfor-

mance to a computer and a higher processing performance than an Arduino board. 

iJOE ‒ Vol. 17, No. 06, 2021 25



Paper—Automatically Moving Robot Intended for the Elderly with Voice Control 

3 Propose Method 

In this research, we proposed the development of a voice control algorithm for an 

automatically moving robot intended for the elderly. In this section, we have developed 

two sections: robot development and design and propose a voice control algorithm. 

3.1 Robot development and design 

The component of the automatically moving smart robot intended for the elderly is 

shown in Fig 2. 

Left motor

Right motor

Box of a microcontroller 

board and a motor driver

Battery

 

Fig. 2. The hardware component of the robot. 

As shown in Fig.2, the hardware components of the robot, which are the components 

for controlling the robot. We have described the hardware components in the hardware 

component section. 

Hardware components: for mobility control, a Raspberry Pi is implemented to per-

form processing. The devices used to control robot mobility consist of the Cytron 

2x10A Motor Driver HAT, 2 units of a 12 volt, 12 amp battery, and 2 units of a 24 volt, 

350 Watt gear motor, and Data transmission. The hardware system uses a Raspberry 

Pi, a small computer board having efficient performance comparable to a small com-

puter that can facilitate the display operation. The Ubuntu or Raspbian operating system 

can be installed, as seen in Fig 3a, and an SD card is used to store data, comparable to 

a computer hard disk, as seen in Fig 3b. 
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(a) 

 

(b) 

Fig. 3. Microcontroller Board and Micro SD Card. 

As shown in Fig. 3, (a) the microcontroller board is analogous to the robot’s brain, 

and the wheelchair works to process commands for the robot. (b) the SD card serves as 

a storage device. 

The Cytron 2x10A motor driver HAT: This motor driver is a 2-channel DC motor 

drive that constantly facilitates a current of 10 amps (maximum 30 amps, not longer 

than 10 seconds) and 6-24 volts of direct current. The HAT board is designed to plug 

directly into the Raspberry Pi via a 40-pin connector to control direction. The specifi-

cations are as follows: MOTOR1=GPIO26, MOTOR2=GPIO24, and pulse-width mod-

ulation (PWM) controls the rotating speed from the microcontroller, while 

MOTOR1=GPIO12, MOTOR2=GPIO13, and the switch test and light showing motor 

rotation are available, as seen in Fig 4. 
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Fig. 4. Cytron 2x10A Motor Driver HAT. 

The DC motor drive board controls the direction of the motor motion that is com-

manded by the control board. 

12 volt, 12 amp battery: The 12 volt, 12 amp batteries, as seen in Fig 5a, are used 

to deliver electric current to the circuits and motors to work without connecting to 

power sockets, but the batteries will be connected to the robot system to deliver electric 

current to the microcontroller board, electric circuit, and motors, enabling the move-

ment of the robot. In this study, 2 units of batteries were used to deliver electric current 

to the motors mounted on the left rear wheel and right rear wheel, as seen in Fig 5b. 

 

(a) 

 

(b) 

Fig. 5. Battery and Motor. 
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Regarding the 24 volt and 350 Watt gear motor: when the motor control circuit de-

livers direct electric current to the motors as seen in Fig 6a, the motors will rotate ac-

cording to the control kit controlled by facilitating two-directional rotation, namely, the 

clockwise direction and anticlockwise direction that facilitate the PWM system. The 

rotational speed adjustment is represented as a percentage according to commands of 

the motor control circuit. In this study, 2 units of motors mounted on the left rear wheel 

and right rear wheel were used, as seen in Fig 6b. 

  

(a) (b) 

Fig. 6. Installation of the motor on the wheel. 

As mentioned earlier, the hardware control of robot mobility was connected via elec-

tric circuits to control the mobility of the 2 motors that start from the direct connection 

of the motor control circuit to the microcontroller board, as seen in Fig 7a. In this study, 

the microcontroller board and DC motor driver board operating together with an An-

droid smartphone application developed for voice commands were used to command 

the motors to work as required by using 12 V electricity to deliver electric current to 

the motors according to the circuit diagrams, as seen in Fig 7b. 

 

(a) 
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(b) 

Fig. 7. Motor control circuit diagram. 

Data transmission: the wheelchair and the input device will be connected to the sig-

nal Wi-Fi network. Wi-Fi is distributed from the input device, causing the input device 

to act as a router device. When the system installed in the wheelchair is opened, the 

system will connect to the client device via Wi-Fi network as shown in fig. 8. 

 

Fig. 8. Data transmission between the client device and an automatically  

moving robot intended for the elderly with voice control 
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As shown in figure 8, the systems are connected together on the same Wi-Fi network. 

The microcontroller board receives voice commands from the input device to process 

and send the processed voice commands to control the movement of the robot. 

Robot control System: this section describes the operation control systems for the 

wheelchair as follow voice command, processing, and robot control. Each motor is 

commanded to move in 2 directions, namely, forward and backward, independently of 

each other which can control the direction of mobility that determines the motor rota-

tion, as shown in Fig 9a, and the operation diagram is shown in Fig 9b, while directions 

of motor mobility are shown in Table 1. 

 

a) Directions of robot mobility 

 

(b) Diagram of mobility control operation. 

Fig. 9. A prototype wheelchair robot. 
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As shown in Fig. 9, Fundamental structure of automatically moving robot intended 

for the elderly. (a) Directions of robot mobility. (b) Diagram of mobility control oper-

ation. 

Table 1.  Motor rotation in accordance with command direction. 

Direction Go forward Go backward 

Motor 1 Motor 2 Motor 1 Motor 2 

Go Forward 1 1 0 0 

Go backward 0 0 1 1 

Turn left 0 1 1 0 

Turn right 1 0 0 1 

 

The movement of the elderly wheelchair robot uses 2 motors to control each direc-

tion. The number 1 indicates that the motor is running and the number 0 indicates that 

the motor is not running. Go forward direction, motor 1 and motor 2 will rotate forward. 

Go backward direction, motor 1 and motor 2 will rotate backwards. Turn left direction, 

motor 1 will rotate backwards and motor 2 will rotate forward. Turn right direction, 

motor 1 rotates forward and motor 2 rotates backwards. 

3.2 Propose a voice control algorithm 

Remote Server

Program manipulation

Network

Wi-Fi

User Input 

Device

Input Text

Command

Applications

Acoustic

Front-end

Speech-to-Text

Language Model

Text

Display Command

Motion Control

Text Command Display

 

Fig. 10.The operation of devices and program used to receive data. 

As shown in Fig.10, the equipment of the system refers to the communication be-

tween a person and a wheelchair robot. With communication, the person will use voice 

commands to control the wheelchair robot with a client device connected to the same 

Wi-Fi network. Data reception is operated by a microcontroller. The controller opens 

the system to connect to a robot using a Wi-Fi system and wireless client devices to 

receive voice commands. Next, the program shall use voice recognition for command 
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classification and control the robot. A program manipulation is an operation within an 

input device where the client device receives speech signals from people and sent the 

command into the microcontroller via the same Wi-Fi network. The connection be-

tween the client device and the robot were connected via a Wi-Fi network. The control 

command that is sent to the microcontroller board is processed to be used to control the 

movement of the robot. 

This study developed an algorithm to control an automatically moving robot in-

tended for the elderly with voice control based on the procedures program manipulation 

and remote server. 

Program manipulation: This section describes the operation of the system installed 

inside the input device. This is a system operation install into the input device, consist-

ing of an Acoustic front-end, Language Model, and Speech-to-text procedure. 

Acoustic front-end: When voice signal data were received, the voice signals were 

converted to frequencies to build a voice signal standard using a voice management 

system. The estimated power spectrum was calculated. For the analysis windows, win-

dows were put in the scope of analysis, as seen in Fig. 11, by multiplying each value of 

the signals in a voice data frame by a function frame value, as shown by Eq (1): 

 𝑊(𝑛) = 0.54 + 0.46 cos(
2𝜋𝑛

𝑁−1
) (1) 

Where 𝑊(𝑛) is windows in time, N is the amount of data per frame. Next, signals 

employed the fast Fourier transform and the power of 2 (squared) and power spectrum 

were calculated according to Eq (2): 

 𝑃(𝜔) = 𝑅𝑒[𝑆(𝜔)]2 + 𝐼𝑚[𝑆(𝜔)]2 (2) 

Where 𝑃(𝜔) is the power spectrum, 𝑆(𝜔) is the signal in the frequency domain that 

employed the Fourier transform. 

Word Sequence

W = (w1...WM)
Language Model

Probability value 

of sentence 

generation W

P(W)
 

Fig. 11.Probability value of the sentence generation. 

As shown in Fig. 10, the sentence probability is an approximation of the power spec-

trum for the analysis windows, which is done by placing the window in the region to 

be analysed. 

Voice signals were built to be voice signal standards, and the standardized signals 

were transferred to the dictation system by analysing the voice energy value of each 

frame in a short period. Voice energy value of each point in a frame was calculated by 

Eq (3): 

 𝐸𝑗 =  √(∑ 𝑋𝑖
2𝑗+𝑛

𝑖=𝑗 )/𝑛 (3) 
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where 𝐸𝑗 is voice energy value at the point 𝑗, 𝑋𝑖 is the amplitude value of the voice 

signal at the point i, and n is the number of points used in the calculation. The mean 

voice energy value of any frame is calculated by Eq (4): 

 𝐸𝑎𝑣𝑔(𝐹) = (∑ 𝐸𝑗𝑗=𝐹 )/|𝐹| (4) 

where 𝐹 is a frame or set of points to be calculated. 

Language model: The dictation system was implemented to generate messages con-

sistent with the original speech. Messages were compared to designated commands for 

commanding the motors to operate. The motor operation occurs in the hardware part 

used to control the mobility of the automatically moving robot intended for the elderly, 

which includes 2 units of motors for the left rear wheel and right rear wheel of the 

wheelchair, gears, chains, 2 units of batteries for the motors controlling the left rear 

wheel and right rear wheel, and a fuse. These devices were installed on the wheelchair 

with 4 wheels (the Quard) and connected to the microcontroller board, as seen in Fig. 

12. 

Probability value 

of sentence 

generation W

P(W)

Dictation Text

 

Fig. 12.Text creation. 

The dictation system was implemented to generate messages consistent with the 

original speech. Messages were compared to designated commands for commanding 

the motors to operate. 

Speech-to-text procedure: This is a step that received the vocabulary from the lan-

guage model step and collects the vocabulary into text using Eq.5. 

 𝑤̂ =
𝑎𝑟𝑔 𝑚𝑎𝑥

𝑤 ∈ 𝑊
𝑃(Ζ|𝑤)𝑃(𝑤) (5) 

where Ζ is the observation sequence received from voice signals, w is word sequence 

of voice signals, 𝑊 is the set of all possible word sequence received from the voice 

recognition, and 𝑤̂ is the set of word sequences received from the voice recognition. 

Remote server: This section shows the operation of the system that installed on the 

wheelchair. It consists of 3 steps as Text Input, Applications, and Command. 

Input text command: This section received voice commands from the input device 

that has been converted to text command. We defined command in two languages: Thai 

and English. There are commands to Go forward, Go backward, Turn left, and Turn 

right. Text commands have been converted to numeric commands representing for-

ward, backward, left turn, and right commands to numbers 0001, 0010, 0011, and 0100 

respectively. Then the system will send a command signal to the Application step to 

carry this command signal to control the GPIO, as follows: 
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Algorithm 1: Convert text command to number 

1 define cmd_th = [Forward, Backward, Left, Right] 

2 define cmd_en = [Go forward, Go backward, Turn left, 

Turn right] 

3 char in_cmd;  

4 char out_cmd; 

 

5 If in_cmd = “Go forward” Then out_cmd = 0001 

6 else if in_cmd = “Go backward” Then out_cmd = 0010 

7 else if in_cmd = “Turn left” Then out_cmd = 0011 

8 else if in_cmd = “Turn right” Then out_cmd = 0100 

Applications: This procedure receives the command signal and controls the GPIO 

PIN. The GPIO PIN is sent to the motor drive to control the movement of the wheel-

chair, as follows: 

 

Algorithm 2: Control motor 

1 define  

2      AN2 is   pwm 2 pin on MD10-Hat 

3      AN1 is pwm1 pin on MD10-Hat 

4      DIG2 is dir2 pin on MD10-Hat 

5      DIG1 is dir1 pin on MD10-Hat 

 

6 OUTPUT  

7       AN2   # set pin as output 

8       AN1   # set pin as output 

9       DIG2 # set pin as output 

10       DIG1 # set pin as output 

 

11 define PWM 

12 p1 = PWM(AN1, 50) 

13 p2 = PWM(AN2, 50) 

 

14 def forward(x): 

15          GPIO.output(DIG1, GPIO.HIGH) 

16          GPIO.output(DIG2, GPIO.LOW) 

17          p1.start(η) 

18          p2.start(η)  

 

19 def backward(x): 

20         GPIO.output(DIG1, GPIO.LOW) 

21         GPIO.output(DIG2, GPIO.HIGH) 

22         p1.start(η) 

23         p2.start(η) 
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24 def turnleft(x): 

25         GPIO.output(DIG1, GPIO.LOW) 

26         GPIO.output(DIG2, GPIO.LOW)       

27         p2.start(η) 

 

28 def turnright(x): 

29         GPIO.output(DIG1, GPIO.HIGH) 

30         GPIO.output(DIG2, GPIO.HIGH) 

31         p1.start(η) 

As algorithm 2 shows the value 𝜂, where 𝜂 represents the motor speed assigned to 

the wheelchair for use in motion. 

Command: this step receives the GPIO PIN from the application step to control the 

motor of the wheelchair. The GPIO PIN value allows the wheelchair to move in the 

direction of the command it receives and displays the voice command as a text on the 

input device screen. There are steps to work as follows: 

 

Algorithm 3: Command display on the input device 

1 import directionModule 

2 import RPi.GPIO as GPIO 

3 import Tkinter 

 

4 def ShowReport(): 

5 if direct == ‘0001’ 

6     directionModule.forward(x) 

7     print ‘forward’ 

8  else if direct == ‘0010’ 

9     directionModule.backward(x) 

10     print ‘backward’ 

11  else if direct == ‘0010’ 

12    directionModule.turnleft(x) 

13    print ‘turn left’ 

14  else if direct == ‘0100’ 

15    directionModule.turnright(x) 

16    print ‘turn right’ 

3.3 Usability testing with the prototype 

Usability testing with the prototype of the automatically moving robot intended for 

the elderly with voice control includes the following procedures: 

Test of connected devices. An Android phone is connected to a Raspberry PI Board 

and the motors controlling the left rear wheel and right rear wheel. All devices are com-

manded to work to check if they run normally or not. 

Errors are corrected and testing of all operations is performed until everything runs 

correctly and completely. 
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3.4 Evaluation 

After performing the installation and test of the automatically moving robot proto-

type, the prototype performance is evaluated according to the following: 

The results of developing the automatically moving robot intended for the elderly 

with voice control. 

The results of converting voice signals to text messages. 

3.5 Data analysis 

The analysis of the data for accuracy in this document was used statistical analysis 

with an emphasis on the evaluation of the accuracy of voice commands. Accuracy anal-

ysis uses a method to verify the robot control with voice commands in Thai and English 

each time. It is calculated according to equation (6). 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑛

𝑁
× 100% (6) 

where 𝑛 is the number of instructions that have performed correctly, 𝑁 is the total 

number of commands. 

4 Experiments and Results 

The results of designing and developing the automatically moving robot intended for 

the elderly with voice control comprise the following procedures: 

The evaluation of the results of the development of the robot. The automatically 

moving robot intended for the elderly with voice control was designed and developed 

in 2 parts as the application for receiving voice signals and the control part of robot 

mobility, as seen in Fig 13a and 13b, respectively. The case of the speaking test with 

an application is shown in Fig 13c. 

 

a) b) c) 

Fig. 13.Voice control robot application. 
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As shown in Fig. 13, (a) The application used for system connection, number 1 – Fill 

in IP address and port of the robot and number 2 – Buttons connected to voice command 

system. (b) the application used to receive voice commands, number 3 – Push button 

for voice command and number 4- Back button to the system connection window. (c) 

Application used for receiving voice commands. 

System operation: The automatically moving robot intended for the elderly with 

voice control through wireless smartphone devices was tested by speaking to the appli-

cation, and it was found that if the voice command was spoken clearly and correctly, 

the robot was able to move well as per designated directions and voice commands, 

namely, go forward, go backward, turn left, and turn right. There are voice commands 

displayed in Thai and English as shown in Figures 14a and 14b, respectively. 

 

a) Display the results of Thai voice commands 
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b) Displays the results of English voice commands 

Fig. 14.Robot wheelchair prototype. 

As shown in Fig. 14, (a) display the results of Thai voice commands and (b) displays 

the results of English voice commands. 

4.1 Experiment of robot mobility 

The experiment consists of evaluating the robot mobility through the application on 

wireless smartphone devices. The experiment of using voice commands to control the 

robot indicated that if voice commands were spoken correctly, the robot could move 

well according to the directions of go forward, go backward, turn left, and turn right, 

but if voice commands were unclearly spoken or disturbed by noise, errors could occur 

in the voice conversion. In addition, if the Wi-Fi signal was poor, signals communi-

cating with the robot and the wireless smartphone devices were disconnected. The test 

results of robot mobility are shown in Figs 15–18. 
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Fig. 15.The robot mobility with going forward. 

As shown in Fig. 15, this is the experimental movement of the wheelchair robot for 

the elderly to move forward, which employs voice control. 

 

Fig. 16.The robot mobility with going backward. 
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As shown in Fig. 16, the experimental movement of the wheelchair robot for the 

elderly to go backward. 

 

Fig. 17.The robot mobility with making a right turn. 

As shown in Fig. 17, the experimental movement of the wheelchair robot for the 

elderly to turn right. 

 

Fig. 18.The robot mobility with making a left turn. 
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As shown in Fig. 18, the experimental movement of the wheelchair robot for the 

elderly to turn right. 

4.2 Evaluation results of voice-to-text conversion 

This study conducted a mobility experiment of the automatically moving robot in-

tended for the elderly with voice control through wireless smartphone devices by al-

lowing test participants to speak through the application on the wireless smartphone 

devices with 4 commands, such as go forward, go backward, turn left, and turn right 

based on 3 patterns of testing, namely, Thai language commands, English language 

commands, and Thai/English language alternating commands. The results are shown in 

Table 2. 

Table 2.  The set of voice commands. 

Set of 

voicecommands 

Test in Thai language(Go forward, 

Go backward,Turn left, Turn right) 

Test in English 

language(Forward, 

Backward,Left, Rgiht) 

Thai/English(la

nguagealternati

ngcommands) 

Correct 10 8 7 

Incorrect - 2 3 

Percent 100 80 70 

 

Table 2 shows that, experiment with voice command set, including Thai voice, Eng-

lish voice and Thai/English language alternating commands. The Thai voice command 

set is 100% accurate, the English voice command set is 80% correct, and Thai/English 

language alternating command set is 70% correct. 

Table 2 shows 3 patterns of testing, i.e., 10 times of Thai language voice commands, 

10 times of English language voice commands, and 10 times of Thai/English language 

alternating voice commands. The test results revealed the following: 

By testing 10 times using Thai language voice commands, the system could correctly 

convert voice commands to text 10 times, making the robot move to the correct direc-

tions 10 times, as shown in Table 3. 

By testing 10 times with English language voice commands, the system could cor-

rectly convert voice commands to text 8 times, making the robot move to the correct 

directions 8 times, and the system could not correctly convert voice commands to text 

2 times, making the robot move to the wrong directions 2 times, as shown in Table 4. 

By testing 10 times with Thai/English language alternating voice commands, the 

system could correctly convert voice commands to text 7 times, making the robot move 

to the correct directions 7 times, and the system could not correctly convert voice com-

mands to text 3 times, making the robot move to the wrong directions 3 times, as shown 

in Table 5. 
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Table 3.  Mobility test result of the automatically moving robot intended  

for the elderly with Thai language voice commands. 

No. Voice commands Voice commands to text conversion Correctness 

1 Forward Forward Y 

2 Backward Backward Y 

3 Left Left Y 

4 Right Right Y 

5 Backward Backward Y 

6 Forward Forward Y 

7 Left Left Y 

8 Left Left Y 

9 Stop Stop Y 

10 Right Right Y 

Percentage 100% 

Table 4.  Mobility test result of the automatically moving robot intended  

for the elderly with English language voice commands. 

No. Voice commands Voice commands to text conversion Correctness 

1 Go forward Go forward Y 

2 Go back Go backward Y 

3 Turn left Turn left Y 

4 Turn right Turn right Y 

5 Back Black N 

6 Go forward Go forward Y 

7 Turn left Turn left Y 

8 Stop Stop Y 

9 Back Black N 

10 Turn right Turn right Y 

Percentage 80% 

 

As shown in table 4, an experiment of English speech dictation and converting Eng-

lish speech dictation into text found that the English word “back” as a voice command 

was processed “black”. One of the reasons found was due to the non-native speaker’s 

speech accent. The results showed that the English speech command test was 80% ac-

curate. 

With reference to the abovementioned test results, the calculation to determine the 

accuracy and precision indicated that Thai language voice commands in Table 3 were 

100% accurate and precise, English language voice commands in Table 4 were 80% 

accurate and precise, and Thai/English language alternating voice commands in Table 

5 were 70% accurate and precise, and the test results are summarized in Table 6. 

Based on the accuracy and precision tests in Table 6 if more homophones in both 

Thai and English are added, a higher accuracy and precision of the commands can be 

obtained. 
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Table 5.  Mobility test result of the automatically moving robot intended  

for the elderly with Thai/English alternating voice commands. 

No. Voice commands Voice commands to text conversion Correctness 

1 Forward (TH) Forward (TH) Y 

2 back (EN) black (EN) N 

3 Turn left (EN) Turn left (EN) Y 

4 Turn right (EN) Turn right (EN) Y 

5 Left (TH) Left (TH) Y 

6 Right (TH) Right (TH) Y 

7 Turn left (EN) Manicure (TH) N 

8 Stop (EN) Stop (EN) Y 

9 Go forward (EN) Go forward (EN) Y 

10 Turn right (EN) What to do (TH) N 

Percentage 70% 

 

As shown in table 5, experiments with Thai/English language switch commands 

found that every Thai voice language command was accurate. For the English voice 

command, three voices commands were found that were incorrectly processed: the 

“back” command is processed into the English word “black”, the “turn left” command 

is processed into a Thai word that means “manicure”, and the last command, “turn 

right”, is processed into a Thai word that means “what to do”. The experiment results 

indicated that the accuracy of the language with Thai/English alternating voice com-

mands was 70%. 

Table 6.  Summary of the mobility test results of the automatically moving  

robot intended for the elderly with voice control. 

Characteristics in testing 
Test results in 

percentage of accuracy 

1 
Mobility of the automatically moving robot intended for the elderly with Thai 

language voice commands. 
100% 

2 
Mobility of the automatically moving robot intended for the elderly with 

English language voice commands. 
80% 

3 
Mobility of the automotically moving robot intended for the elderly with 

Thai/English alternating voice commands. 
70% 
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