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Abstract—Parkinson’s disease (PD) is one of the most widespread diseases 

that, primarily, affects the motor system of the neural central system. In fact, 

PD is characterized by tremors, stiffness of the muscles, imprecise gait move-

ments, and vocal impairment. An accurate diagnosis of Parkinson’s disease is 

usually based on many neurological, psychological, and physical investigations 

despite the fact that its main symptoms cannot be easily decorrelated from other 

diseases. As such, many automatic diagnostic support systems based on Ma-

chine Learning approaches have been recently employed to assist the PD pa-

tients' assessment. In the current paper, a comparative analysis was performed 

on machine learning (ML) techniques for PD identification based on voice dis-

orders analysis. These ML methods included the Support Vector Machine 

(SVM), K-Nearest-Neighbors (KNN), and Decision Tree (DT) algorithms.  In 

addition, two feature selection techniques; mRMR and ReliefF; are used to fur-

ther improve the performance of the proposed classifiers. The efficiency of the 

developed model has been evaluated based on accuracy, sensitivity, specificity 

and AUC metrics, and it is higher than existing approaches. The simulation re-

sults show that the KNN algorithm yielded the best classifier performance in 

term of accuracy and reached an AUC of 98.26%. 

Keywords—Parkinson disease, feature selection, machine learning, acoustic 

dataset 

1 Introduction 

Parkinson’s disease is a neurodegenerative disease that affects the motor system of 

the human’s body central nervous system, preventing the brain from controlling the 

movements. The symptoms of Parkinson’s disease can be classified into motor symp-

toms and non-motor symptoms1. The motor symptoms cover tremors and slowing of 

movement (hands/legs) and constipation, difficulties in performing daily activities 

and shuffling of footsteps while walking. Whereas, the non-motor symptoms include 

 
1 https://www.nhs.uk/conditions/parkinsons-disease/symptoms/ 
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loss or decrease of smell sense, speech problems, constipation, fatigue, insomnia and 

difficulty memorizing. 

Research works have shown that the PD gets started before the motor symptom on-

set and the voice disorder affects roughly 90% of PD patients [1]. Thus, researchers 

are looking for improved methods to recognize the non-motor symptoms that appear 

early and could slow down the course of the disease. 

Since other diseases present similar symptoms, PD diagnosis using only some 

qualitative criterions might further complicate the diagnostic process. So, machine 

learning-based tools have shown recently a remarkable efficiency in assisting in the 

PD diagnosis process. 

Indeed, Machine Learning (ML) techniques play a main role to improve decision-

making performance [2]–[10]. In the medical field, ML helps detecting damages in 

the purpose of reducing the interaction of human intervention. Compared to tradition-

al classification methods, most of ML algorithms improve the accuracy of disease 

classification or prediction. However, in many medical applications, the execution 

time or algorithm complexity is a crucial parameter to consider [11]–[16]. 

In [17], the authors suggested stacking ensemble learning framework composed of 

two classification model levels, the first included K-nearest neighbor (KNN), support 

vector machine (SVM), logistic regression (LR) and artificial neural network (ANN) 

classifiers. They used multi-modal features (diffusion tensor imaging (DTI) and T1 

weighted image (T1W1)) and clinical features to classify PD. They reached an accu-

racy of 96.88%. In [18], the authors established a model that uses fractional amplitude 

of low frequency fluctuations (fALFF) and regional homogeneity (ReHo) in the pur-

pose of predicting current and future individual’s severity. They utilized the Unified 

Parkinson’s Disease Rating Scale (UPDRS) to calculate scores. They trained and 

optimized various machine learning models; SVM with linear kernel, ElasticNet re-

gression, Gradient Boosting with decision tree kernel and Random Forest with deci-

sion tree kernel. They utilized the UPDRS to predict the individual’s severity through 

four targets; baseline, year 1, year 2 and year 4. The values of 79% and 80% were, 

respectively, the highest positive predictive and the highest negative predictive values 

achieved by the model. In [19], the authors presented a model based on handwriting 

samples for early identification of PD patients. The used method is based on multi-

scale architectures of CNN (VGGNet, AlexNet, ResNet and GoogleNet) and various 

PD handwriting datasets; Parkinson’s Drawing Dataset, HandPD, PaHaW dataset and 

NewHandPD. The model achieved the best performance on combining Parkinson’s 

Drawing, HandPD and NewHandPD datasets.  

Speech processing is an intensive field of research. The selection of feature extrac-

tion technique has a main role in achieving higher performance, being a needful crite-

rion for good speech processing system [20]. In [21], the authors presented Linear 

Predictive Coefficient (LPC), Mel Frequency Cepstral Coefficient MFCC, Perceptual 

Linear Prediction (PLP), Relative Spectral Perceptual Linear Prediction (RASTA-

PLP) and Wavelet Transform (WT) feature extraction techniques. Strengths and 

weaknesses of these techniques are also shown in [22], the authors proposed a medi-

cal diagnosis support system (MDSS), based on ANN, AdaBoost and DT machine 

learning algorithms, in the purpose of predicting atherosclerosis.  
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Therefore, the current contribution attempts to complete previous works related to 

PD patients' classification. It aims to investigate and evaluate the performance of 

three classification methods: Support Vector Machine (SVM), K-Nearest-Neighbors 

(KNN), and Decision Tree (DT). Our approach is based on feature learning for an 

automatic identification of Parkinson’s Disease using voice recording analysis.  The 

extracted and learned features are then used as inputs to the supervised classification 

methods. The performance of each method is evaluated using some evaluation metrics 

like accuracy, sensitivity, specificity, and AUC to outcome the best approach. 

The outline of this paper is as follows. In section 2, we review some recent related 

works. Section 3 is dedicated to materials and methods description. In section 4, we 

present and discuss our finding and compare our results to the state of the art. In sec-

tion 5, conclude this paper and give some future works perspectives. 

2 Related works 

Nowadays, in the medical imaging domain, Machine Learning (ML) is frequently 

used for Parkinson’s disease prediction given its high accuracy of early disease detec-

tion. In fact, previous studies have shown the implementation of several machine 

learning algorithms to classify PD patients and isolate the healthy ones, based on 

acoustic parameters and feature selection algorithms. Therefore, getting a reliable 

system of PD classification, that achieves higher accuracy is firmly related to the 

selection of relevant feature extraction and machine learning algorithms.  

In [23], the authors evaluate the ability of vocal features in early telediagnosis of 

PD using ML techniques in two steps. In the first step, they used only the patient’s 

data and the Unified Parkinson’s Disease Rating Scale (UPDRS) score to determine 

the patient group with higher severity of speech impairment. In the second step, they 

created a new dataset of healthy patients and subjects having less severity of speech 

impairment. They used Linear and RBF SVM, Extreme Learning Machine (ELM), 

and KNN classification algorithms. They obtained Mathew’s Correlation Coefficient 

(MCC) of 0.77 and achieved an accuracy of 96.4 %. 

Authors in [24] proposed a model based on several feature selection methods such 

as correlation rates, ROC curves, t-test and, Fisher’s Discriminant Ratio to determine 

whether a patient is suffering from PD or he is not. After selecting the optimal fea-

tures, they used KNN, SVM, and Discrimination-Function-Based classifiers, and 

evaluated their performances using accuracy, sensitivity, specificity, and error rate 

metrics. The best performance was obtained with an accuracy rate of 93.82% using 

the KNN classifier.   

In [25], the authors applied a statistical pooling method to increase the dataset fea-

tures. Then, they selected the most weighted features using the ReliefF technique. In 

their proposed model of Parkinson’s identification, the highest accuracies obtained 

were 91.25% and 91.23%, by using SVM and KNN algorithms respectively. 

Authors in [26] present a Multiple Feature Evaluation Approach (MFEA) to find 

the best set of features, based on the use of five classification methods; Decision Tree, 

Neural Network, Random Forests, Naïve Bayes and Support Vector Machine in the 
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purpose of enhancing Parkinson’s diagnosis. It should be pointed out that the Naïve 

Bayes machine learning algorithm achieved the highest improvement which is 

15.22%. 

In [27], the authors applied a wide range of machine learning methods, based on 

dysphonia symptoms, for PD diagnosis. In fact, they compared the performance of 

KNN, regression trees (RT), naïve Bayes (NB), linear discriminant analysis (LDA), 

radial basis function neural network (RBFNN), support vector machine (SVM), and 

Mahalanobis distance classifier (MDC). The SVM recorded the highest accuracy rate 

as the best classification result. 

In [28], One-against-ALL (OGA) approach was proposed. The authors composed 

five equal partitions for both, healthy and PD classes. The used classification algo-

rithms were the SVM with medium Gaussian Kernel function, weighted KNN, and 

Logistic Regression (LR). To assess the experiments of the OGA model, they used 

confusion matrix, accuracy, and area under the Receiver Operating Characteristic 

(ROC) curve (AUC). As a result, the weighted KNN produced the best accuracy of 

89.46%. 

Based on this literature study, we propose a novel hybrid approach for Parkinson’s 

disease detection based on voice classification and advanced features selection tech-

niques. Our contribution consists of adopting features selection algorithms, as a pre-

processing phase, for the purpose of ranking and determining the most important 

ones. Afterward, we applied and selected the most suitable machine learning tech-

niques to classify patients with or without PD. The performance and effectiveness 

evaluation of each classifier was evaluated using several common metrics. 

3 Materials & Methods 

3.1 Global overview of the proposed system 

In this work, we implemented a methodological approach to produce a more relia-

ble and valid medical diagnosis support system for Parkinson’s Disease classification 

and early detection. Our acoustic dataset [29] has been classified using three various 

Machine Learning algorithms. And to define the effective features of the problem, FS 

algorithms have been applied. The flowchart that summarizes the global steps of the 

adopted system is reported in Figure 1. 

3.2 Dataset description 

The dataset, used in our study, was created by Max Little [29]. It’s composed of 

195 sustained vowel phonations obtained from the speech signals of 31 subjects (12 

females and 19 males), with ages ranging from 46 to 85 years. 23 of them were diag-

nosed with Parkinson’s disease. Each patient provides an average of 6 phonations 

recordings. It should be mentioned that there are no missing values. In this PD data-

base, the two classes ‘healthy patient’ and ‘patient with PD’ are marked by 0 and 1 

respectively in the “status” column.  
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Fig. 1. The flowchart of the global steps of the adopted model 

Each row represents one of the 195 biomedical voice measurements of individuals 

(column ‘name’) and each column represents a particular voice measure. Table 1 

shows the 22 voice features used in the experiments. The dataset is divided into 

healthy phonetics and PD phonetics with a rate of 75% and 25%, respectively, as 

shown in Figure 2. 
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3.3 Features selection 

Several studies have demonstrated the adequacy and success of feature selection in 

medical applications. Being a pre-processing technique, it identifies the key feature of 

the problem. Feature selection helps us to understand the causes of disease, reduces 

the computational requirements, and prevents degradation in performance [30]. 

Table 1.  Attributes of Parkinson‘s dataset. 

Voice measure Description 

MDVP: F0 (Hz) Average vocal fundamental frequency 

MDVP: Fhi (Hz) Maximum vocal fundamental frequency 

MDVP: Flo (Hz) Minimum vocal fundamental frequency 

MDVP: Jitter (%) Fundamental frequency perturbation (%) 

MDVP:Jitter (Abs) Absolute jitter in microseconds 

MDVP: RAP Relative Amplitude Perturbation 

MDVP: PPQ Five-point Period Perturbation Quotient 

Jitter: DDP 
Average absolute difference of differences between cycles, divided by the 

average period 

MDVP: Shimmer Shimmer Local amplitude perturbation 

MDVP: Shimmer (db) Local amplitude perturbation (decibels) 

Shimmer: APQ3 3-point Amplitude Perturbation Quotient 

Shimmer: APQ5 5-point Amplitude Perturbation Quotient 

MDVP: APQ 11-point Amplitude Perturbation Quotient 

Shimmer: DDA Average absolute difference between the amplitudes of consecutive periods 

NHR Noise-to-Harmonics Ratio 

HNR Harmonics-to-Noise Ratio 

RPDE Recurrence Period Density Entropy 

D2 Correlation Dimension 

DFA Detrended Fluctuation Analysis 

Spread1 Fundamental frequency variation 

Spread2 Fundamental frequency variation 

PPE Pitch period entropy 

 

Fig. 2. Class repartition of phonations 
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Figure 3 depicts the general steps of the feature selection process. 

 

Fig. 3. The general steps of feature selection. 

In this study, two feature selection methods are adopted: maximum relevance mini-

mum redundancy (mRMR) and ReliefF. 

Maximum relevance minimum redundancy (mRMR). It is a feature selection 

method that aims to choose the most relevant attributes to the target class (maximum 

relevance), and provide the feature subset containing less and minimum redundant 

features as possible (minimum redundancy) [31]. 

According to mRMR, the optimization condition is given as follows: 

 Max
𝑥𝑗 ∈ 𝑋−𝑆𝑘−1

[𝐼(𝑥𝑗 , 𝑐) −
1

𝑘−1
 ∑ 𝐼(𝑥𝑗 , 𝑥𝑖)𝑥𝑖 ∈ 𝑆𝑘−1

] (1) 

Where 𝑋 is the total set of features, 𝑐 is the target class, 𝑥𝑖 is the 𝑖th feature, 𝐼 is the 

mutual information,  𝑆𝑘−1  is the feature set with the selected 𝑘 − 1 features in the 

earlier iterations, 𝐼(𝑥𝑗 , 𝑥𝑖) and 𝐼(𝑥𝑗 , 𝑐)  signify the mutual information between fea-

tures 𝑥𝑖 and 𝑥𝑗 and the mutual information between feature 𝑥𝑗 with class c, respective-

ly. 

The mRMR algorithm maximizes the classification performance using a minimal 

subset of variables by avoiding selecting the redundant features.  

ReliefF. It is a feature selection algorithm, based on a statistical method, which de-

tects the features that are relevant to the target concept. The concept of this measure is 

to penalize the feature which gives different values to a pair of similar examples from 

the same class and reward the one that gives different values to examples from differ-

ent classes [32]. At first, the ReliefF algorithm sets all feature weights to 0. A random 

observation x is selected iteratively. Then, the algorithm finds two nearest neighbors 
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to x; one from a dissimilar classification NM (the nearest miss) and the other from the 

same classification NH (the nearest hit). ReliefF updates the weight of the ith feature 

according to the following formula: 

 𝑤𝑖 = 𝑤𝑖 + |𝑥𝑖 − 𝑁𝑀𝑖(𝑥)| − |𝑥𝑖 − 𝑁𝐻𝑖(𝑥)|  (2) 

Where 𝑤𝑖  is the weight of the 𝑖th feature, |𝑥𝑖 − 𝑁𝑀𝑖(𝑥)| and |𝑥𝑖 − 𝑁𝐻𝑖(𝑥)| de-

note, in the 𝑖th feature, the difference between the observation 𝑥𝑖 and its NM and the 

difference between the observation 𝑥𝑖 and its NH, respectively. 

The efficiency of this algorithm is expressed by the minimal distance between an 

observation and its nearest neighbor observation from the same class, and the largest 

distance to its nearest neighbor observation from the dissimilar class. The feature is 

considered good when all observations support this rule. 

3.4 ML Classifiers 

Following the feature selection step, the feature subsets are fed into multiple ma-

chine learning algorithms in order to distinguish PD patients from healthy subjects. 

We have used three classifiers including support vector machine (SVM), decision tree 

(DT), and k-nearest neighbors (KNN). 

Support Vector Machine (SVM). SVM is one of the supervised learning models 

extensively used for both regression and classification problems. According to the 

used data, we use the SVM algorithm for binary classification. It has the ability to 

construct a hyperplane to project the feature to a higher dimensional space, where it 

separated all observation points of one class from those of the other class [33]. And 

the one with the largest margin between the two classes is the best hyperplane.  

The equation of a hyperplane is given as follows:  

 𝑓(𝑥) = 𝑥′𝛽 + 𝑏 = 0 (3) 

Where 𝛽 ∈ 𝑅𝑑 and 𝑏 is a real number. And the training data is a set of vectors 𝑥𝑗 

with their categories 𝑦𝑗. 

To define the best separating hyperplane, 𝛽 and 𝑏 must be specified, in a way that 

minimizes ‖𝛽 ‖ for all observation points (𝑥𝑗 , 𝑦𝑗):  

 𝑦𝑗𝑓(𝑥𝑗) ≥ 1 (4) 

The support 𝑥𝑗 on the boundaries are the support vectors, where 𝑦𝑗𝑓(𝑥𝑗) = 1. 

Algorithm 1: Main SVM steps 

Input: The training and test data. 

Output: Test predictions and the calculated performance 

evaluation metrics. 

Start 

Step 1: Train the SVM algorithm and extract the best 

model. 
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Step 2: Apply the generated model to predict PD pa-

tients from test data.  

Step 3: Use confusion matrix values to evaluate the re-

sults of the algorithm test predictions. 

Step 4: Display the results. 

End 

Decision Tree (DT). A DT technique is a predictive graphical model that is repre-

sented as a hierarchical structure. It primarily contains a starting node (root) and 

branches (conditions) that conduct to other nodes, until we reach the final decision of 

the route (leaf). An attribute is tested by the internal node and the attribute values are 

represented by a branch. Finally, each lead attributes a classification as shown in 

Figure 4 [34]. 

 

Fig. 4. General structure of decision tree classifier. 

, ○ and ■ represent, respectively, root, internal and leaf nodes. 

Algorithm 2: Main DT steps 

Input: The training and test data 

Output: Test predictions and the calculated performance 

evaluation metrics. 

Start 

Step 1: Train the DT algorithm and extract the best 

trained model. 

Step 2: Use the model to predict the response for the 

test of the given data.  

Step 3: Evaluate the prediction performance of the mod-

el. 

Step 4: Display the results 

End 

K-Nearest Neighbors (KNN). KNN is a supervised machine learning algorithm. 

To apply this classifier, we need to choose the appropriate value for k, the number of 

nearest neighbors of the data. A new subject is classified according to the plural vote 

of its neighbors. Then the subject will be assigned to the most common class among 

its k nearest neighbors, measured by a distance function.  
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To calculate distance between neighbors, various distance metrics can be used ac-

cording to the problem, such as Euclidean, Chebychev, Cosine, Mahalanobis, Ham-

ming, Spearman metrics. However, the most appropriate function for our approach is 

the Cosine distance [35].  

The Cosine distance is computed from 1 minus the cosine similarity. And the simi-

larity measures the degree of angle between two vectors. 

 𝐶𝑜𝑠𝐷(𝑥, 𝑦) = 1 −
∑ 𝑥𝑖𝑦𝑖

𝑛
𝑖=1

√∑ 𝑥𝑖
2𝑛

𝑖=1 √∑ 𝑦𝑖
2𝑛

𝑖=1

 (5) 

𝑥 and 𝑦 are vectors having numerical attributes, where 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑛) and 𝑦 =
(𝑦1, 𝑦2, … , 𝑦𝑛). 

 

Algorithm 3: Main KNN steps 

Input: k value and the training and data test. 

Output: Test predictions and the calculated performance 

evaluation metrics. 

Start 

Step 1: Find the appropriate k value and the best dis-

tance metric. 

Step 2: Train the KNN algorithm using the training data 

and extract the model. 

Step 3: Apply the KNN model to Predict response for the 

test data.  

Step 4: Calculate evaluation metrics to evaluate the 

results of the algorithm. 

Step 5: Display the results 

End 

3.5 Performance evaluation metrics 

Accuracy, sensitivity, specificity, and AUC are used as evaluation metrics to assess 

the predictability performances of the classifiers. The employment of these metrics is 

based on the confusion matrix of a binary classification, which is introduced in Table 

2. Where TP is the number of true positive, it means that the prediction is positive 

while the actual real value is positive; FP, false positive, it means that the prediction is 

positive while the actual real value is negative; FN, false negative, it means that the 

prediction is negative while the actual value is positive; and TN, true negative, it 

means that the prediction is negative while the actual value is negative [36]. 

Table 2.  Confusion Matrix of binary classification. 

  Predicted Class 

  Positive Negative 

Actual Class 
Positive TP FN 

Negative FP TN 
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According to the confusion matrix, Accuracy, Sensitivity, and Specificity are com-

puted as: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
× 100% (6) 

  𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100% (7) 

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝐹𝑃+𝑇𝑁
× 100% (8) 

The receiver operating characteristics (ROC) graph is a probability curve, it’s help-

ful for visualizing the performance of classifiers. To compare classifiers, we may 

calculate the area under the ROC curve (AUC) [37]. It represents the degree of sepa-

rability. Its value is always between 0 and 1. A classifier that produces the highest 

AUC (near to 1) is the better model to distinguish between PD patients and healthy 

ones. And the AUC of the perfect classifier equals 1. The ROC curve is based on TPR 

(y-axis) and FPR (x-axis) as shown in Figure 5. And they are defined as follows: 

 𝑇𝑃𝑅 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (9) 

 𝐹𝑃𝑅 = 1 − 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝐹𝑃

𝑇𝑁+𝐹𝑃
 (10) 

  

Fig. 5. The ROC curve (AUC). 

4 Results and discussion 

The current study is based on a simulation analysis conducted on MATLAB plat-

form. Data were classified using SVM, DT, and KNN. The model is trained according 

to 75% (147 observations) of the data while 25% (48 observations) has been used for 

the test for each classifier. To assess the accuracy of the system, the ten-fold cross-

validation method had been used in the detection of the PD. 
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4.1 Classification with the whole original dataset 

In the SVM classifier case, the linear kernel function was preferred for two-class 

learning, due to its best performance. While for the KNN classifier, the best accuracy 

was obtained when k=19, by using the cosine distance. 

Based on the evaluation metrics, Table 3 compares the three classifiers. And Figure 

6 shows the ROC curves of the three classifiers. 

The results indicate that the SVM achieves the best score in terms of accuracy.   

Table 3.  Comparison of the three classifiers. 

Classifiers Accuracy (%) Sensitivity (%) Specificity (%) AUC (%) 

SVM 91.67 88.89 100 100 

DT 75 75 41.67 37.85 

KNN 89 97.22 66.67 94.21 

 

Fig. 6. The ROC curves of the three classifiers. 

4.2 Classification after feature selection  

Features selection results. 

Maximum relevance minimum redundancy (mRMR): We used the mRMR to 

choose the most important attributes among the original attributes (22 features). 

The most important predictor is the PPE. The difference in score between the first 

feature and the rest of the features is very large. The software is confident in selecting 

the most important predictor, because of this large drop and it is depicted in Figure 7. 

PPE is a robust measure to noisy acoustic environments and sensitive to PD speech 

changes, as improved by other researches [38], contrary to traditional measures. Then, 

to define the PPE measure, entropy is calculated based on the probability distribution 
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of semitone variations. The probability distribution is built, by converting the speech 

pitch pattern to a logarithmic semitone measure. 

 

Fig. 7. Feature ranking based on the mRMR algorithm. 

ReliefF: The 22 features are represented, in Figure 8, according to their ranking. 

The bar plot determines the degree of importance weights of all features.  

The fourth element is the most important feature and the fifteenth element is the 

least important one. 

 

Fig. 8. Feature ranking based on ReliefF algorithm. 
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After selecting the most informative features from the whole original set, we con-

duct the experiments in the reduced feature set and apply them to the three classifiers 

in order to evaluate the performance of the proposed system. Table 4 shows the trends 

of classification accuracy of SVM, KNN, and DT algorithms over the feature subset. 

Performance of evaluation results. 

Table 4.  Performance of evaluation results. 

Classifiers Accuracy (%) Sensitivity (%) Specificity (%) AUC (%) 

SVM 95.83 94.44 100 100 

DT 97.92 97.22 100 98.15 

KNN 97.92 97.22 100 98.96 

Figure 9 represents the ROC curves of the three classifiers. 

 

Fig. 9. The ROC curve of the three classifiers with feature selection. 

For all the three ML classifiers, the more adequate feature selection is ReliefF 

method. 

Regarding the SVM classifier, the best accuracy was achieved with 8 features. The 

DT classifier achieves the best accuracy when the number of features taken is 6. For 

the KNN classifier, the best accuracy was obtained when 8 features were adopted, by 

using the cosine distance and k=23.  

The results concerning the three classifiers show that using the feature selection 

techniques aimed to prevent the degradation of the accuracy and increase the perfor-

mance. According to the higher accuracy obtained results, The KNN and the DT are, 

both, the best machine learning classification algorithms. 

Table 5 shows the comparison of the proposed model with the state of the art for 

the classification of PD based on the vocal features. It represents the number of fea-

tures, the classifiers, the feature selection algorithms, and the performance metrics.  

In [41], although the authors obtained high accuracy, the KWELM model used in 

classification has high complexity and the AABC feature selection algorithm. In [39], 

the use of the RFE feature selection algorithm gives great accuracy compared to the 

results of [27], which are based on the whole 22 dataset features. 
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Substantially, the use of feature selection algorithms [39]–[42]enhances the algo-

rithms’ accuracies in the classification process.  

Table 5.  Comparison of the proposed model with related works. 

Author & year 
N° of 

features 
Method 

FS 

method 

Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

AUC 

(%) 

Karapinar Senturk (2020) 

[39] 
13 (22) SVM RFE 93.84 _ _ _ 

Depotovic et al.[40] 5 (22) GPC ARD 96.92 90 99.29 _ 

Wang et al.(2017) [41] 14 (22) KWELM AABC 98.97 98.62 100 _ 

Thapa et al.(2020) [42] 13 (22) TSVM 
Correlation 

Based 
93.9 88 99 93.9 

Lahmiri and A. Shmuel 

(2019) [43] 
14 (22) 

SVM + 

BO 
Wilcoxon 92.13 82.79 95.27 _ 

Lahmiri et al.(2017) [27] 22 SVM _ 92 95 91 89 

Das (2010) [44] 22 NN _ 92.9 _ _ _ 

Rouzbhani et Daliri (2011) 
[24] 

7 (22) KNN 

T-test, 
ROC curve 

FDR 

93.82 85 97.74 _ 

Almeida et al.(2019) [45] 18 KNN _ 94.55 94.55 94.26 87 

Yaman et al.(2019) [25] 66 (177) SVM ReliefF 91.25 91.25 _ _ 

Polat et Nour (2020)[28] 45 
weighted 

kNN 
_ 89.46 _ _ 90.4 

Sakar et al (2017) [23] 16 SVM _ 96.4 _ _ _ 

Proposed 22 KNN 
mRMR 
ReliefF 

97.92 97.22 100 98.26 

5 Conclusion 

This study was based on the analysis of three different Machine Learning Algo-

rithms’ performance to assist the PD patients' prediction. Those algorithms are ap-

plied to the acoustic dataset, using features based on voice signals for both healthy 

patients and PD patients. The KNN, SVM, and DT techniques are carried out to detect 

Parkinson's patients and healthy in the early stage. Firstly, feature selection tech-

niques are used to improve the performance of the proposed system, especially the 

ReliefF algorithm. Afterward, the different classifiers are completed on the resulting 

dataset. The conducted experiments have shown that the Decision Tree and K-Nearest 

Neighbours produce a much better accuracy rate of 97.92% compared to the SVM 

with an accuracy rate of 95.83%. Moreover, sensitivity, specificity, and the ROC 

curve are used to evaluate the performance of the system. Overall, based on those 

performance metrics, we did not see a large difference in the performance measures 

for the different classifiers. However, the AUC suggests that the KNN classifier 

should be the best technique for Parkinson's disease prediction with very significant 

and precise results. 
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Our next objective is to extend this study in different ways; diverse datasets and 

various machine learning algorithms. In upcoming works, we plan to use different 

models of deep learning, not only for the classification process but also for regression 

systems in order to specify the degree of severity of Parkinson’s disease. 
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