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Abstract—Students' learning interest and motivation in a programming lan-
guage to date are determined by their scores and abilities to create applications. 
However, this is not sufficient to identify students' learning interest in pro-
gramming language because some students got low scores. This study aims to 
identify students' learning interests in Dipanegara school of informatics man-
agement and computer (STMIK), Makassar, in Java programming language. 
The samples were 65 technical information students and 63 information system 
students. The data collection technique of this study was questionnaire and pro-
cessed with data mining technique. Additionally, the Fuzzy C-Means clustering 
method was applied to Java Netbeans programming language to classify the 
level of students' interest in studying Java programming language. The result of 
the study was a web-based application that could determine students’ learning 
interests. It was obtained through questionnaires and resulted as follows: 47 
students had high learning interest, 45 students had moderate interest, and 36 
students had fair interest out of 128 samples. 

Keywords—data mining, clustering, fuzzy c-means, programming 

1 Introduction 

Programming language is a vital component of computer devices. The levels of 
programming language are machine code, low-level language, middle-level language, 
and high-level language. The higher the programming or computer language, the 
closer it is to the language applied by humans to communicate daily. 

Dipa Makassar Of University is an Information Technology (IT) college where 
graduates could create programs or applications. The programming language is a 
compulsory and essential course since it is the communication media between pro-
grammers and computer machines. Without programming language, we could not 
create a program or application that could help us with our works. Therefore, it is 
important to check out students' interest in learning a programming language. 

Student learning motivation and interest in programming language courses can be 
identified through their scores and ability in making applications. However, this is not 
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really helpful for programming language interest since some students got the unsatis-
fying score for this course. Due to the problems above, the research problems are 
formulated as follow: (1) how to measure programming language learning interest, (2) 
how to determine the indicators affecting the programming language learning interest 
of students in Dipa Makassar Of University, and (3) how is the level of students' 
learning interest, especially java programming language by using the fuzzy c-means 
method for measurement. 

This research selects some factors affecting students' learning interest in the pro-
gramming language, i.e., internal and external factors. The internal factors are the 
physical factor that includes physical health while attending learning process, and 
psychological factors such as students' attention and hobbies. In comparison, the ex-
ternal factors, on the other hand, include campus facilities, lecturers' learning method 
or the behaviour of the lectures, family, peers, and involvement in the Students Activ-
ity Unit (SAU). The student questionnaires were then analyzed to find the most af-
fecting factor on students' learning interest in the programming language. The data 
that had been processed with the clustering method, data mining, and Fuzzy C-Means 
algorithm was used to cluster students according to certain characteristics. They were 
grouped based on the quality rate, whether their learning interest was very good, 
good, or fair based on the analysis results of the previous factors in certain scores. 

2 Literature Review 

2.1 Learning 

Witherington states that learning is an improvement within personality which states 
oneself as a new pattern of ability, behaviour, habit, intelligence, or a concept. Learn-
ing is a process or effort done by each individual to achieve a behaviour improve-
ment, whether in the form of knowledge, skills, attitude, and positive value as an 
experience in achieving a certain sense from what is learned. Learning can be any-
where and anytime, depending on the individual's ability to penetrate the circum-
stances of the environment. Learning is a complex individual's action and behaviour. 
As an action, therefore, learning is experienced only by oneself and will determine the 
existent or inexistent of a learning process [1]. 

2.2 Interest 

According to the Great Dictionary of the Indonesian Language, the word interest 
means heart's high tendency upon something. In short, interest means high tendency 
and passion or a great desire of something. States that "Interest is a preference and 
attraction to something or an activity, without being asked to." From the abovemen-
tioned opinions, it can be concluded that interest is one's fondness or being attracted 
to something or activity that motivates this person to take actions. Interest is also 
defined as a desire that comes from one's motivation to perform an activity without 
the force of others [2]. 
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2.3 Programming Language 

Programming language is a computer language used in writing programs." Pro-
gramming language is a collection of certain meaningful and structured commands 
(syntax and semantic) that can be recognized by the computer and is useful in solving 
problems. For this reason, the programming language is divided into 4 (four) levels 
[3], which are: 

1. Machine Language 
2. Low-Level Language 
3. Middle-Level Language 
4. High-Level Language 

2.4 Data mining 

Data mining is a process of finding meaningful relations, patterns, as well as ten-
dency and examine a great amount of data saved in storage by using pattern identifi-
cation technique such as statistical and mathematical techniques. 

Another definition of data mining is a term used to define the knowledge findings 
in a database. Data mining is a process that uses a statistical technique, mathematical 
technique, artificial intelligence, and machine learning to extract and identify useful 
information and knowledge related to the various right databases. Based on the defini-
tion above, it can be concluded that data mining is a process of information extraction 
and identification from a great database using the statistical technique, artificial intel-
ligence, and machine learning [4]. 

2.5 Fuzzy C-Means 

Clustering algorithm will be enforced in this study by using the Fuzzy C-means al-
gorithm. This tool can be used to address its problem on clustering high dimensional 
datasets. Figure 1 shows the actual process of how Fuzzy C-Means Clustering 
works[5].  

Fuzzy C-Means was first proposed by Dunn in 1973 and was renewed by Bezdek 
in 1981. This algorithm is one of the popular soft clustering techniques by implement-
ing the data point approach, in which the centre point of the cluster will always be 
renewed with membership value from the existing data [6]. Besides, the fuzzy  
c-means algorithm is also an algorithm that works with a fuzzy model that enables all 
the data from the entire group member formed with different degree of membership 
between 0 and 1[7]. 

The basic concept of Fuzzy C-Means (FCM) is determining the cluster centre, 
which would mark the average of each cluster. The cluster centre is still inaccurate at 
the initial condition. Each data point has a degree of membership for each cluster. By 
repetitiously fixing the cluster center and degree of membership of each data point, it 
can be seen that the cluster center will move toward the right location. This repetition 
is based on objective function minimization that describes the distance from data 
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point given to cluster center which weighted by the degree of membership of the data 
point [8]. 

The Fuzzy C Means algorithm splits data to fuzzy groups with respect to some par-
ticular criterion. In FCM each data item belongs to two or more clusters [9]. 

 
Fig. 1. The actual process of clustering using Fuzzy C-means algorithm 

2.6 Related Work 

Several studies using the Fuzzy C Means Method. Among other things, this article 
is in the form of Sucheta V. Kolekar et al. wrote an article entitled "Prediction of 
Learner’s Profile Based on Learning Styles in Adaptive E-learning System" which in 
their paper tells about how students learn by capturing behavior in an e-learning por-
tal, where the data is grouped with the fuzzy c-means algorithm and compares the 
results between Gravitation Search Algorithm and Back Propagation Neural Network 
Model [10].  Sumaya Hamad et al friends wrote a paper with the title "Clustering and 
Analysis of Dynamic Ad Hoc Network Nodes Movement Based on FCM Algorithm" 
published in 2017. It discusses the FCM algorithm used for simulation implementa-
tion and evaluation. Data set use NS2 simulator with optimized AODV protocol. That 
result from the algorithm application shows the maximally achieved technique Stabil-
ity values for both cluster centre and node [11]. 

Abdullah W. Al Mutairi et al research entitled “IoT-Based Real-Time Monitoring 
System for Epidemic Diseases Patients: Design and Evaluation”, in which this paper 
introduces a real-time monitoring system for monitoring pneumonia patients that 
allows doctors to monitor the health of their patients remotely. Remotely via a 
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smartphone or internet-connected device. To verify the functioning of this system, a 
real-time monitoring device was developed. The secure mechanism is designed to 
establish a wireless connection to the monitoring unit [12]. 

K.Geetha in his research entitled "Enhanced Web Log Data Mining using Probabil-
ity Density-Based Fuzzy C Means Clustering" aims to Cluster into groups is one of 
the most important tasks in the action-bound areas of net record mining. It says with-
out any doubt to grip the trouble of news given over-weight on the net while many 
users are connected on the meeting thing by which something is done. Clustering into 
groups is made use of for grouping news given into by comparison way in design for 
making the discovery of person for whom one does work interest. There are two bad 
points of the FCM algorithm, firstly the requirements of no. of clusters C and second-
ly giving to the first relation matrix. Because of, concerning these two bad points the 
FCM algorithm is hard to come to a decision about the right no. of mass, group and 
this algorithm is unsafe. The strong decision of desirable first stage mass, group is an 
important hard question, therefore a new expert way called PDFCM algorithm is 
made, was moving in [13]. 

3 Material And Methods 

3.1 Research Method 

This research applied observation and literature methods. The observation was 
done by collecting students' data and final score of java programming course from IT, 
information system, and informatics management study programs. The literature 
method was done by reading books that contain the Fuzzy C-Means method. Addi-
tionally, as well as reading the published papers discussing the Fuzzy C-Means meth-
od in various cases, such as making web-based applications to perform TOEFL test 
simulation and calculating the numbers and types of vehicles [13]. 

3.2 Application Architecture 

Figure 2 is illustrates the constructed application architecture where two people are 
involved in the process. The first person is the user, which is a student as a sample, 
also the administrator who would witness the process of fuzzy c-means method im-
plementation to assess the results of questionnaires filled by students that later will be 
stored in a database. A formulation is input inside to process all questionnaires. 
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Fig. 2. Application Architecture 

3.3 Systems Design 

Use Case Diagram. Use Case Diagram describes the functionality expected from a 
system, it also describes the system requirement from users' point of view [14]. 

Figure 3 shows the system of use case diagram that consists of two actors, i.e., ad-
ministrator and student. The use case above describes a system in which the adminis-
trator holds the most crucial role. An administrator could log in, enter the main menu, 
input questions or manage questionnaires and dataset. Students then log in to the main 
menu and fill in the questionnaire. After the students fill in the questionnaire, the 
fuzzy c-means method is applied to process the input questionnaire data, and then the 
clustering result is displayed after being processed. 

ADMIN USER

- A Questionnaire
- Data set

- Set Up A Questionnaire
- Knowledge Base
- Set Up Data set

- Fill Out The Questionnaire
- Final Result Of Clustering
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Fig. 3. Use Case Diagram 

Sequence Diagram. Figure 4 shows how the sequence diagram describes the pro-
cess in the system. The process starts with students filling out questionnaires, the 
administrator then processes and stores it in the dataset. The next step is calculation, it 
is done by generating random numbers as the initial degree of membership, calculat-
ing cluster center and objective function, then update the random numbers or degree 
of membership until it meets the requirements. The last process is application shows 
the clustering result. 

Activity Diagram. Figure 5 shows class diagram, which is an object description 
representing the system, used as the basic in creating system in programming and 
database that consists of several class, i.e., Dataset, Random Numbers, Cluster Center, 
Objective Function, Random Number Update, and Clustering Result. 
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Fig. 4. Sequence Diagram 

 
Fig. 5. Class Diagram Application 
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4 Results And Finding 

4.1 The Implementation of Fuzzy C-Means Method 

If a fuzzy clustering technique is to be employed in an application-oriented task to 
significantly cluster groups of objects, then the first aspect to encounter is assessing 
clustering tendency [15]. 

This is a desktop application that uses java NetBeans language. The applied meth-
od, which later would be inserted into java Netbeans programming is the Fuzzy C-
Means method. The steps of data processing by applying Fuzzy C-Means method. 

The questionnaire consists of 30 questions; it is 5 (five) optional questions that 
come with point 1-5. 

• Question 1 – 4 = First factor   
• Question 5 – 8 = Second factor   
• Question 9 – 12 = Third factor   
• Question 13 – 16 = Fourth factor   
• Question 17 – 19 = Fifth factor 
• Question 20 – 22 = Sixth factor 
• Question 23 – 26 = Seventh factor 
• Question 27 – 30 = Eighth factor 

The score average of the questions would be calculated and set as the score of each 
factor. The score of each factor would be the attribute which then would be processed 
with Fuzzy C-Means method. 

The steps of Fuzzy C-Means in processing the data  

1. Determine matrix A5x8 

Number of students (sample) = 128 
Number of attributes (factor)= 8 
Information table 1:  
Xi1, Xi2, Xi3, Xi4, Xi5, Xi6, Xi7, Xi8: Attribute data 1 to 8  
Table 1 contains the questionnaire results filled by the students as sample from 

three study programs which are IT, information system, and informatics management. 

Table 1. Attribute Score 

id Number 
Attribute (Factor) 

Xi1 Xi2 Xi3 Xi4 Xi5 Xi6 Xi7 Xi8 
132024 3 3 2 3 4 2 3 3 
131036 3.25 3 4 3.25 3.667 3.667 3 4.75 
          

132280 3 2 2 2 3 3 2 3 
132314 3.5 2.75 3 3.75 3.33 3.33 3 3.5 
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2. Determining 

Number of cluster (c) = 3 
Weight (w) = 2 
Maximum Iterations (MaxIter) = 40 
Error (e) = 0.01 
Objective function (P0) = 0 
Initial Iteration (iter) = 1 

3. Generating random numbers with matrix µ 128x3 

Number of data (sample) = 128 
Number of clusters = 3 
Information table 2: 
C1, C2, C3: cluster 1 to 3 
Ui1, Ui2, Ui3: degree of membership 1, 2, and 3 
Table 2 displays the results of value randomization from the matrix in which the 

number of samples is 128 students with three clusters. 

Table 2. Matriks µ 128x3 

id Number 
Random Number 

µi1 µi2 µi3 Total µi1^2 µi2^2 µi3^2 
132024 0.27971419 0.40285384 0.31743198 1 0.07824003 0.16229121 0.10076306 
131036 0.2851273 0.39371607 0.3211312 1 0.08131208 0.15501235 0.10312524 
………. ………. ………. ………. ………. ………. ………. ………. 
132280 0.17168329 0.19524075 0.63307596 1 0.02947515 0.03811895 0.40078517 
132314 0.21315545 0.45424152 0.33260302 1 0.04543525 0.20633536 0.11062477 

4. Calculate Cluster Center 

With formula: 
Description: 
Vkj: cluster center 
Ui2: degree of member 2 
Ui1: degree of member 1  
Ui3: degree of member 3 
Xi1, Xi2, Xi3, Xi4, Xi5, Xi6, Xi7, Xi8: attribute data 1 to attribute 8 
Table 3 provides the results of matrix U power for each column and would be ap-

plied on multiplication with matrix X. The score of Σ is resulted from the addition of 
each column that will be used to calculate the center of cluster 1, 2, and 3. 

Table 4 below is the multiplication results of column 𝜇𝑖1𝑤 in Table 3 and each 
column on matrix 𝑋, and the score of Σ is the results of adding up each column. The 
value of Σ will be applied in calculating the cluster center 1. 
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Table 3. Cluster Center Squared Random 

Id Student µi1 µi2 µi3 µi1^2 µi2^2 µi3^2 
132024 0.27971 0.402854 0.317432 0.07824 0.162291 0.100763 
131036 0.28515 0.393716 0.321131 0.08131 0.155012 0.103125 
.................... .................... .................... .................... .................... .................... .................... 
132280 0.17168 0.195214 0.633076 0.02948 0.038119 0.400785 
132314 0.21316 0.454242 0.332603 0.04544 0.206335 0.110625 
∑ 15.966 19.20046 18.01107 

Table 4. Weight* Squared_Random 1 

Xi1*µi1^2 Xi2*µi1^2 Xi3*µi1^2 Xi4*µi1^2 Xi5*µi1^2 Xi6*µi1^2 Xi7*µi1^2 Xi8*µi1^2 
0.23472008 0.23472008 0.15648005 0.23472008 0.312960102 0.15648005 0.23472008 0.23472008 
0.26426426 0.24393624 0.32524832 0.26426426 0.298171398 0.29817140 0.24393624 0.38623238 
.................... ................... ................... ................... .................... .................... ................... .................... 
0.08842555 0.05895031 0.05895031 0.05895031 0.088425461 0.08842546 0.05895031 0.08842546 
0.15902337 0.17038218 0.13630574 0.17038218 0.151435681 0.15143568 0.13630574 0.15902337 
48.2349221 54.5926775 54.710118 56.1855771 55.81241031 51.0353363 53.0433083 52.2920562 

 
Table 5 below is the multiplication results of column 𝜇𝑖2𝑤 in Table 3 and each 

column on matrix 𝑋, and the score of Σ is the results of adding up each column. The 
value of Σ will be applied in calculating the cluster center 2 result. 

Table 5. Weight* Squared_Random 2 

Xi1*µi2^2 Xi2*µi2^2 Xi3*µi2^2 Xi4*µi2^2 Xi5*µi2^2 Xi6*µi2^2 Xi7*µi2^2 Xi8*µi2^2 
0.48687364 0.48687364 0.32458243 0.48687364 0.64976486 0.32458243 0.48687364 0.48687364 
0.50379013 0.46503704 0.62000494 0.50379013 0.568430275 0.56843027 0.46503704 0.73630865 

................... ................... .................... .................... .................... .................. .................. .................. 
0.11435685 0.0762379 0.07623790 0.07623790 0.114356846 0.11435685 0.07623790 0.11435685 
0.72217376 0.7737576 0.61900608 0.77375760 0.687715752 0.68771575 0.61900608 0.7221738 

60.65534950 65.6471129 63.81891720 65.47885510 67.94196823 61.4750588 61.0750051 62.5549680 

 
Table 6 below is the multiplication results of column 𝜇𝑖3𝑤 in Table 1 and each 

column on matrix 𝑋. The score of Σ is the results of adding up each column. The 
value of Σ will be applied in calculating the cluster center 3. 

Table 6. Weight* Squared_Random 3 

Cluster Centre 
Vkj V1 V2 V3 V4 V5 V6 V7 V8 

K1 3.0211 3.419306 3.426661 3.519074 3.495701 3.196499 3.322264 3.2752108 
K2 3.159057 3.419038 3.323822 3.410275 3.538559 3.201749 3.180914 3.2579931 
K3 3.12455 3.385155 3.308263 3.404402 3.476422 3.272663 3.255518 3.1379397 
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Table 7 provides the calculation results of cluster center 1, 2, and 3.  The result for 
cluster 1 in the first row is obtained from the row in the sum of each Σ in Table 4 
divided into Σ value in column 𝜇𝑖1𝑤. While the result of cluster 2 in the second row is 
generated from the row in the sum of each Σ in Table 5 divided into Σ value in col-
umn 𝜇𝑖2, same goes to cluster 3. 

Table 7. Cluster Center Result 

Xi1*µi3^2 Xi2*µi3^2 Xi3*µi3^2 Xi4*µi3^2 Xi5*µi3^2 Xi6*µi3^2 Xi7*µi3^2 Xi8*µi3^2 
0.30228918 0.30228918 0.20152612 0.30228918 0.40305224 0.20152612 0.30228918 0.30228918 
0.33515704 0.30937573 0.41250098 0.33515704 0.378160272 0.37816027 0.30937573 0.48984491 
.................... .................... .................... .................... .................... ................... ................... ................... 
1.20235551 0.80157034 0.80157034 0.80157034 1.202355514 1.20235551 0.80157034 1.20235551 
0.38718670 0.41484290 0.33187432 0.41484290 0.368712370 0.36871237 0.33187432 0.3871867 
56.27649630 60.97027280 59.58537440 61.31694190 62.3169419 58.9441712 58.6353725 56.5176632 

5. Objective Function Calculation 

The cluster center results in the table above would be used to find the objective 
function value in the next step. The fifth step is to calculate the objective function 
value (𝑃1) with the following formula. 

Description: 
Pt = iteration objective function 
m = attribute of each data 
The new cluster center value is required to calculate the iteration of each cluster. 

Table 8 shows the new cluster center value with the sum of all the calculation of value 
for each cluster. 

Table 8. Squared Random Numbers 

Id Student µ1^2 µ2^2 µ2^3 
132024 0.279714 0.402854 0.317432 
131036 0.285153 0.393716 0.321131 
................... ................... ................... ................... 
132280 0.171683 0.195241 0.633076 
132314 0.21355 0.454242 0.332603 
  15.96601 19.20046 18.01107 

 
The results in Table 9 column 𝐶1	 are obtained from each row on matrix 𝑋 minus 

cluster 1 in Table 7 then raised to power 2. The sum of each row in column 𝐶1	 can be 
seen in column Σ𝑪𝟏. In column Σ𝑪𝟏∗𝜇𝑖1𝑤, the results are achieved from the multi-
plication of column Σ𝑪𝟏	 and column 𝜇𝑖1𝑤	 in Table 3. The results in column Σ𝑪𝟏	
would be used to determine the new matrix 𝑈. The results of column Σ𝑪𝟏∗𝜇𝑖1𝑤	
would be applied to calculate the objective function value. 

The results shown in Table 10 column 𝐶2 are obtained from the subtraction of 
cluster 2 in Table 7 from each row in matrix 𝑋, then raised to power 2. Next, the sum 
up of each row in column 𝐶2 can be seen in column Σ𝑪𝟐. Then, the results in column 
Σ𝑪𝟐∗𝜇𝑖2𝑤 are achieved from the multiplication of column Σ𝑪𝟐 by column 𝜇𝑖2𝑤 in 
Table 3. The results in column Σ𝑪𝟐 would be used to determine the new matrix 𝑈. 

iJOE ‒ Vol. 17, No. 09, 2021 15



Paper—An Analysis of Students’ Learning Interest in Programming Language Based on Data Mining… 

The results of column Σ𝑪𝟐∗𝜇𝑖2𝑤 would be applied to calculate the objective function 
value. 

Table 9. Calculation Process of Objective Function of Cluster 1 

(X11-
V11)^2 

(X11-
V12)^2 

(X11-
V13)^2 

(X11-
V14)^2 

(X11-
V15)^2 

(X11-
V16)^2 

(X11-
V17)^2 

(X11-
V18)^2 C1 

0.00044522 0.17581731 2.03536274 0.26943711 0.25431716 1.43160895 0.1038541 0.075741 4.346583585 
0.05239514 0.17581731 0.32871715 0.07240076 0.02934324 0.22137155 0.1038541 2.17500312 3.158902366 
................... ................... ................... ................... ................... ................... ................. ................... ...................... 
0.00044522 2.01442879 2.03536274 2.3075855 0.2457198 0.03861171 1.74838215 0.075741 8.466276912 
0.22934507 0.109358869 0.18203995 0.05332687 0.02647172 0.1863263 0.1038541 0.05053017 0.94125305 

Table 10. Calculation Process of Objective Function of Cluster Center 2 

(X11-
V21)^2 

(X11-
V22)^2 

(X11-
V23)^2 

(X11-
V24)^2 

(X11-
V25)^2 

(X11-
V26)^2 

(X11-
V27)^2 

(X11-
V28)^2 C2 

0.02529913 0.17559321 1.7525052 0.16832576 0.212927533 1.44420106 0.03272971 0.06656043 3.878142033 
0.00827063 0.17559321 0.45721643 0.02568815 0.016497017 0.21645834 0.03272971 2.22608462 3.158538107 
................ ................. .................. ................. ..................... ................... ................... .................... .................... 
0.02529913 2.01367008 1.7525052 1.9888762 0.290046104 0.04070273 1.39455678 0.06656043 7.572216654 
0.11624213 0.10953556 0.10486081 0.11541293 0.04225462 0.01722648 0.03272971 0.05856734 0.59682958 

 
The results written in Table 11 column 𝐶3	 are obtained from the subtraction of 

cluster 3 in Table 7 from each row in matrix 𝑋, then raised to power 2. Next, the sum 
up of each row in column 𝐶3	 can be seen in column Σ𝑪3. Then, the results in column 
Σ𝑪3∗𝜇𝑖3𝑤	 are obtained from the multiplication of column Σ𝑪3	 by column 𝜇𝑖3𝑤	 in 
Table 3. The results in column Σ𝑪3	 would be used to determine the new matrix𝑈. The 
results of column Σ𝑪3∗𝜇𝑖3𝑤	 would be applied to calculate the objective function 
value. 

Table 11. Calculation Process of Objective Function of Cluster Center 3 

(X11-
V31)^2 

(X11-
V32)^2 

(X11-
V33)^2 

(X11-
V34)^2 

(X11-
V35)^2 

(X11-
V36)^2 

(X11-
V37)^2 

(X11-
V38)^2 C3 

0.01551265 0.14834425 1.71155299 0.16356413 0.274133822 1.61967073 0.06528941 0.01902737 4.017012524 
0.01573775 0.14834425 0.4784994 0.0238401 0.036319938 0.15550179 0.06528941 2.59873831 3.522271139 
................ ................. .................. ................. ..................... ................... ................... .................... .................... 
0.01551265 1.91865394 1.71155299 1.97234609 0.226978013 0.07434503 1.57632524 0.01902737 7.514741325 
0.14096285 0.13311199 0.09502629 0.1194377 0.020569897 0.00364057 0.06528941 0.13108764 0.709126341 

 
Table 12 provides the results of the objective function calculation for the first itera-

tion. The results are obtained from the sum of column Σ𝐶1∗𝜇𝑖1𝑤	 in Table 8 and 9 to 
column Σ𝐶2∗𝜇𝑖2𝑤	 in Table 10 and 11. Then, the sum of values that would be the 
value of 𝑃1	is 242.235927.Σ 
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Table 12. Objective Function Result 

C1*U1^2 C2*U1^2 C3*U1^2 Total 
0.34007686 0.62938838 0.40477252 1.37423776 
0.25685692 0.48961240 0.36323507 1.1097044 
     
0.24954481 0.28864494 3.01179689 3.54998664 
0.03514685 0.12314711 0.07844694 0.2367409 
     
   P1-P0 242.235927 
    242.235927 

6. Degree of Membership Update 

Description: 
Uk = degree of membership 
W = Fuzziness 

Table 13. New Degree of Membership 

New Degree Membership 
C1^(-1) C2^(-1) C3^(-1) Total µ1 µ2 µ3 

0.34007686 0.62938838 0.40477252 1.37423776 0.279714185 0.40285384 0.31743198 
0.25685692 0.48961240 0.36323507 1.1097044 0.285152731 0.39371607 0.32113120 
        

0.24954481 0.28864494 3.01179689 3.5499866 0.171683295 0.19524075 0.63307596 
0.03514685 0.12314711 0.07844694 0.2367409 0.213155454 0.45424152 0.33260302 

7. Next, we scan the state condition. Because |𝑝1 − 𝑝0| = 242.235927 − 0 =
242.235927	𝑚𝑒𝑎𝑛𝑠	|𝑝1 − 𝑝0| > 𝜀) and iteration=1<MaxIter(=40), therefore, it is 
continued to the second iteration (t=2). Back to the FCM algorithm of step 3 and so 
on. 

8. The following results are obtained after 40 iterations: 

Table 14. Objective Function 

Cluster Centre 
Vkj V1 V2 V3 V4 V5 V6 V7 V8 

K1 3.33619 3.618633 3.745307 3.859148 3.77991 3.483809 3.36679 3.443086 
K2 3.100169 3.530663 3.621262 3.659858 3.489727 3.407267 3.343536 3.279045 
K3 2.817578 2.974294 2.49348 2.545357 3.128007 2.535126 2.848944 2.83891 

 |𝑝40 − 𝑝39| = 41.44524(< 𝜀) (4) 
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 𝜇𝑖𝑘 =

⎝

⎜
⎛

0.15319 0.181456 0.665353
	0.446982			 0.405036 0.147982
……… ……… …… . . .

	0.414582 0.171481 0.686937
0.405761 0.493491 	0.100748 ⎠

⎟
⎞

 (5) 

Through the matrix µik (new degree of membership), information regarding the 
tendency of data to be categorized as one of the clusters could be obtained.  

Table 15. Clustering Result 

NUMBER ID STUDENT K1 K2 K3 
1 132024   X 
2 131036 X   
.......... ..........    
127 132280  X  
128 132314   X 

 
Through the cluster result table above, it could be concluded that: 

1. The student with registration number 131036 had a high learning interest. The cal-
culation above showed that 47 out of 128 students had high learning interests.  

2. A student with registration number 132280 had a fair learning interest. The calcu-
lation above showed that 45 out of 128 students had fair learning interests.  

3. Students with registration numbers 132024 and 132314 had low learning interest. 
The calculation above showed that 36 out of 128 students had low learning interest. 

5 Conclusion 

Students' interest and motivation in a learning programming language can be de-
termined with the system that is built by implementing the Fuzzy C-Means method. 
Based on the data, which were processed through several steps in Fuzzy C-Means, it 
could be concluded that out of 128 students, 47 of them had high learning interest, 45 
students had fair learning interest, and 36 students had low learning interest. 
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