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Abstract—The electrocardiograph (ECG) signal is an essential biomedical 

human body signal that shows heart activity and can diagnose cardiovascular dis-

eases. Many researchers investigate heartbeats detection and classification based 

on ECG to achieve a high-performance method. The main problem with improv-

ing performance is increasing the computation, such as in many existing meth-

ods. In this paper, a new artificial neural network (ANN) method named Selec-

tive-Mask Artificial Neural Network (SMANN) is proposed to improve the per-

formance with low computational processes. Furthermore, A new mixture of fea-

tures from reused the QRS-detection stage features and the others features from 

the RR-interval and between-RR are used to decrease the computation for fea-

tures extraction. The proposed method performance evaluation is based on the 

MIT-BIH Arrhythmia Database using MATLAB program for software evalua-

tion moreover a hardware implementation. The proposed method’s promising re-

sults show high accuracy of 99.9224 %, and the total classification errors for the 

SMANN are 80 comparing with the 583 errors for the same data with traditional 

ANN. The method with low error assists the clinical decision-maker in diagnos-

ing the long-time ECG signals or the real-time monitoring. It was implemented 

as a prototype wearable system using Node-MCU with the internet of things 

(IoT). The system can operate online patient monitoring and offline for heartbeats 

detection and classification. 

Keywords—artificial neural networks, classification, ECG, IoT, MATLAB, 

MIT-BIH arrhythmia database, node-MCU, wearable system 

1 Introduction 

Globally, the major diseases that cause death are cardiovascular, with 31 % of all 

worldwide deaths, almost eighteen million deaths caused by cardiovascular diseases. 

In 2030, the number may reach 24 million because of the global growing populations 

[1]. Peoples die each year due to cardiovascular disease; arrhythmias are among the 

primary forms of these diseases [2]. Arrhythmia is a heartbeat abnormality with too 

fast, too slow, or irregular rhythm [3], [4], and it can be detected and classified by elec-

trocardiograph (ECG) signal [5], [6]. The ECG is the tool for measuring the heart’s 

electrical signal in time sequence. It is a simple and non-invasive tool that provides 

valuable health information about the heart [7]. Numerous studies for classification 
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have been developed in recent decades. Detecting and classifying arrhythmias is an 

important topic in biomedical fields because it provides details regarding cardiovascu-

lar disease [8]. The ECG beats should be processed to find any cardiac anomalies. How-

ever, the long-time ECG signal processing from the hospital monitoring system or 

wearable healthcare for online monitoring is a big challenge for an individual, and it 

takes a very long time [9]. 

Automated arrhythmia classification provides excellent suitability for doctors and 

helps the patients for monitoring their conditions. Typically, it is not achievable in 

many regions because of financial and medical services issues. Reducing the demand 

for physicians and care providers encourages the need for a low-cost, safe, and auto-

matic framework for wearable healthcare monitoring devices [9]. On the other hand, 

real-time or long-time monitoring systems are concerned with a single-lead ECG signal 

to allow the patients to have a natural life [10]. There are many challenges for arrhyth-

mia classification: the selected section may not show the arrhythmia, the ECG signal is 

not constant like the ECG signal variability depending on age or gender, large data may 

cause classification errors, and the noise for ECG signal [9]. 

There are two main types of heartbeats classification techniques. The first type pro-

cesses the raw ECG signal for a certain period (like 5 sec or 10 sec) and extracts the 

features according to this period. The second uses the beat or beats by beats from the 

ECG signal, and the extracted features depend on the beat’s detection. The QRS-

detection algorithms detect these beats. The arrhythmia classification algorithm based 

on QRS-detection is more popular than the ECG processing without beat detection [11]. 

The most presented classification methods depended on the highest energy waves 

(QRS) using the detection algorithm for ECG-segmentation [3], [8], [10], [12]-[26]. In 

contrast, [11], [27] presented an algorithm based on long-time ECG-signal analysis 

classification without QRS detection. 

Different ECG databases like the MIT-BIH database are widely used for training, 

testing, and evaluating the performance of existing methods. The MIT-DIH arrhythmia 

database contains variable ECG signals, and variable arrhythmia types make this data-

base used by many researchers [28]. It consists of 15 heartbeats types. The present 

methods classified the heartbeats into different types. Some methods classified only 

two types such as the atrial fibrillation and normal beats only [5], [20], normal and 

supraventricular beats as first-class (SVEB+) and the second-class ventricular ectopic 

and the fusion beats as (VEB+) [10], and normal and abnormal beats [12], [21], [22]. 

Whereas [3], [13]-[16], [18], [26], [29] designed to classify the database according to 

Association for the Advancement of Medical Instrumentation AAMI [Standard 

ANSI/AAMI/ISO EC57, 1998-(R)2008] [30]. Based on AAMI, the MIT-BIH arrhyth-

mia database beats are categorized into five main types, as shown in Table 1. Finally, 

the methods [11], [17], [19] classified all types of the MIT-BIH arrhythmia database. 

High accuracy and high complexity methods used different approaches such as deep 

neural networks [22] and deep-recurrent-neural-network with Long Short-Term 

Memory [20], one-dimensional convolutional neural network [3], [13], [29] and two-

dimensional convolutional neural networks [31]. Moderate accuracy and moderate 

complexity method presented a deep convolutional neural network based on features 

[12]. Also, a neural network used Long Short-Term Memory and Recurrent Neural 
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Network [21] was proposed. Low complexity and moderate performance methods were 

presented like the Echo State Network [10], Artificial Neural Network [25], and Em-

pirical Mode Decomposition [27]. High accuracy and moderate computation model 

used a Multilayer Perceptron Neural Network [16]. Low computational and moderate 

performance techniques presented dual fully connected neural networks [32]. On the 

other hand, High accuracy and low-computational techniques were presented, such 

as[11],  [17], [26], and will be compared with the proposed method. 

Table 1.  MIT-BIH and AAMI standards 

MIT-BIH annotations AAMI  

N Normal beat 

N Normal 

L Left bundle branch block beat 

R Right bundle branch block beat 

E Atrial escape beat 

J Nodal (junctional) escape beat 

A Atrial premature beat 

S Supraventricular ectopic 
A Aberrated atrial premature beat 

J Nodal (junctional) premature beat 

S Supraventricular premature  

V Premature ventricular contraction 
V Ventricular ectopic 

E Ventricular escape beat 

F Fusion of ventricular and normal  F Fusion beat 

/ Paced beat 

Q Unknown F Fusion of paced and normal beat 

Q Unclassifiable beat 

 

Many methods have been proposed with high classification performance, but it is 

not easy to implement with their high computation. The big challenge for wearable (low 

computation) applications is improving the performance without adding more complex-

ity [33]. Artificial neural network (ANN) is an essential machine learning technique for 

classification and recognition problems [34]. Adding more hidden layers, extracting 

new features, and increasing the number of neurons per layer are fundamental ways to 

improve the classification for the ANN. On the other hand, this improvement will add 

more computation with more complexity for the classifier. The main objective is de-

signing and implementing a wearable device for heartbeats detection and classification 

at real-time monitoring and diagnosis using a new method named Selective-Mask Ar-

tificial Neural Network (SMANN). The method is high accuracy, low computation, and 

implementable. The SMANN will give the ANN a new dimension (selective or parallel) 

instead of the serial dimension for deep learning methods. SMANN does not consist of 

multi-layers like deep learning, high multiplication processes like convolutional, or tree 

with ANN used multi-design networks for each tree branch. Furthermore, this method 

is differed from ensemble neural networks [35] by using a single network with multi 

masks, and the inputs for each mask are divided based on its properties. 
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In section 2, the proposed method based on SMANN in detail will demonstrate. 

Then, the method performance is evaluated based on the software and the prototype 

system hardware using the database with results and discussion in section 3. Finally, 

the conclusions are summarized in section 4. 

2 The Proposed Method 

The proposed method can be divided into three main parts: QRS-detection, Features 

Extraction, and classification, as shown in Figure 1. The QRS-detection prepares the 

ECG signal by filters and heartbeats detection. The features are extracted from the QRS 

morphology, the between-RR, and the RR-interval. A new classification method is pro-

posed based on ANN, and it is SMANN. Furthermore, the proposed method is imple-

mented as a prototype heartbeats detection and classification system using Node-MCU 

with IoT for real-time monitoring and a microSD-card for an offline patient data logger 

after the evaluation using MATLAB. 
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Fig. 1. The proposed method 

2.1 QRS-Detection 

A QRS-detection algorithm detects the heartbeats for the ECG signal. The algorithm 

constraints are real-time, low computation, and high accuracy. The QRS-detection al-

gorithm in [7] is used as a detection method because the detection features are mixed 

with new features extracted before the classification stage. A (150 samples) moving 

average window filters the ECG signal to remove the noise and smooth the signal, as 

shown in equation (1). 

 𝐸𝑓(𝑡) = 𝐸(𝑡) − (
1

150
 ∑ 𝐸 (𝑡 −

150

2
+ 𝑖)150

𝑖=1 ) (1) 

Where: (Ef) The Filtered ECG signal and (E) The original ECG signal. 
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2.2 The Features Extractions 

A new mixture features method is applied to achieve the purpose of the heartbeat 

classifier because the essential part of any classifier is the features extracted to enhance 

the performance. The features are divides into three-part. First, the QRS-complex has 

the most features for the ECG signal because, in the ECG signal processing operations, 

the QRS-complex is the highest energy part for the ECG signal. These are fourteen 

features extracted from the QRS shape using the detection algorithm in [7]. Second, the 

between-RR features are extracted four features from the ECG signal nearby the QRS-

complex. The between-RR features are calculated from equations (2-5), and Figure 2 

shows these features. 
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Fig. 2. The between-RR and RR-interval features 

• f15: ECG signal level before 50 samples from Q 

 𝑓15(𝑏𝑛) = 𝐸𝑓(𝑡𝑄(𝑏𝑛) − (50/𝑓𝑠)) (2) 

• f16: ECG signal level after 50 samples from S 

 𝑓16(𝑏𝑛) = 𝐸𝑓(𝑡𝑆(𝑏𝑛) + (50/𝑓𝑠)) (3) 

• f17: ECG signal level before 20 samples from Q  

 𝑓17(𝑏𝑛) = 𝐸𝑓(𝑡𝑄(𝑏𝑛) − (20/𝑓𝑠)) (4) 

• f18: ECG signal level after 20 samples from S  

 𝑓18(𝑏𝑛) = 𝐸𝑓(𝑡𝑆(𝑏𝑛) + (20/𝑓𝑠)) (5) 

Third, the RR-interval features are shown the regularity of the heartbeat and the heart 

rate. It determines the RR-before, RR-after, RR-after-average, RR-before-average, dif-

ferent RR, and the heart rate as six RR-interval features. The RR-interval features are 

calculated from equations (6-11), and Figure 2 shows these features. 

• f19: RR before 

 𝑓19(𝑏𝑛) = (𝑡𝑅(𝑏𝑛) − 𝑡𝑅(𝑏𝑛−1)) (6) 

• f20: RR after 
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 𝑓20(𝑏𝑛) = (𝑡𝑅(𝑏𝑛+1) − 𝑡𝑅(𝑏𝑛)) (7) 

• f21: The average of f19 

 𝑓21(𝑏𝑛) =
1

7
 ∑ 𝑓19 (𝑏𝑛 − 𝑖 + 4)7

𝑖=1  (8) 

• f22: The average of f20 

 𝑓22(𝑏𝑛) =
1

5
 ∑ 𝑓20(𝑏𝑛 − 𝑖 + 3)5

𝑖=1  (9) 

• f23: The different RR after the average 

 𝑓23(𝑏𝑛) = |𝑓20 − 𝑓21| (10) 

• f24: The average heart rate  

 𝑓24(𝑏𝑛) = 60 (
1

3
 ∑ 𝑓20(𝑏𝑛 − 𝑖 + 2)3

𝑖=1 )⁄  (11) 

Where: 

bn: The heartbeat number. 

tQ: The Q wave time for the (bn) heartbeat. 

tR: The R wave time for the (bn) heartbeat. 

tS: The S wave time for the (bn) heartbeat. 

fs: The sampling frequency. 

2.3 Classification 

The human brain solves many problems using a logical operation depending on se-

lect the region of the problem to be solved. This logical brain operation can be used in 

machine learning to improve performance by using selective operation to separate the 

problem and its solutions. The ANN is one of the essential machine learning techniques 

for classification and recognition problems. A new method has been proposed based on 

a multi-range ANN. The new ANN proposed method named Selective-Mask ANN 

(SMANN) depends on the selection for the problem range to find the solution in this 

range. So, the input data are divided into multi-range based on a knowledge base. 

The ANN weights and biases matrices are produced from training the network by 

the database. Different features are extracted from the database using different methods. 

These features are the inputs for training the ANN to classify these inputs. After train-

ing, the network weights and biases matrices are applied for all input features from the 

database. Single weights and biases matrices are produced from training for each net-

work layer and applied for classification. Adding more features, using a new technique 

for extracting these features, and changing the network design, like adding more layers, 

are the procedure to improve the network performance. All these procedures are in-

creasing the computation with improving the performance. 

A knowledge base is created depending on the dominant inputs to divide the data 

with the same properties. This knowledge base is a starting basis for the ANN before 
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the supervision learning or training. So, the ANN will not start to learn from zero. In 

the ECG signal, the heart rate and the heartbeat regularity are the two most properties 

that can divide the data into subtypes. The subtypes of heartbeats regularity are: regular 

and irregular, and the subtypes of heartrate are: normal, low, and high. The normal heart 

rate is from 60-120 bpm, the low heart rate is lowest than 60 bpm, and the high heart 

rate is the highest than 120 bpm. Figure 3 shows six ranges for the ECG database: 

regular- (normal, low, high), irregular- (normal, low, high). These subtypes numbers in 

Figure 3 according to the MIT-BIH arrhythmia database. 

 

Fig. 3. The MIT-BIH arrhythmia database subtypes 

The weight and bias matrices for the ANN can be called the mask for this network. 

The SMANN is produced multi masks for the same problem and same ANN design 

based on separating the features extracted from the database by the dominant properties 

to be selective. It applies each mask for the inputs (features) based on the selective 

property. Figure 4 shows a general diagram of the SMANN method for a single hidden 

layer and can be expanded for more hidden layers. 
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Fig. 4. General diagram of a SMANN for a single-layer 

The SMANN can be defined as a fixed layers ANN design with multi masks 

(weights and biases matrices) for each layer. The mask is a two-dimension matrix for 
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weights and a one-dimension matrix for biases, as shown in Figure 4 with a different 

color. The SMANN has several distinct characteristics: 

• The mask dimension (hidden mask (m, n) or output mask (s, m)) for each layer is 

fixed for all inputs. 

• The number of hidden layers design should be constant. 

• Based on the SMANN designer: 

─ For all selective properties, the number of inputs (n), hidden neurons (m), and out-

puts (s) can be fixed using fixed masks. 

─ Some inputs, hidden, and outputs neurons can be eliminated using zeros values for 

rows or columns of weight and bias matrix corresponding to the selective mask for 

any selective property. 

In this paper, a feed-forward SMANN is designed with a single hidden layer. The 

hidden layer has 48 hidden neurons (m) and 24 input features (n). Also, the number of 

the masks is 6 (r): regular-normal, regular-low, regular-high, irregular-normal, irregu-

lar-low, and irregular-high. The outputs are five classes: N, S, V, F, and Q. 

 𝐻𝑛𝑒𝑡𝑖 = (𝐻𝑏𝑖 + ∑ 𝐻𝑤 𝑖,𝑗,𝑘 × 𝑓𝑗
24(𝑛)
𝑗=1  ) (12) 

 𝐻𝑜𝑖(𝐻𝑛𝑒𝑡𝑖) =  {
+1 𝐻𝑛𝑒𝑡𝑖 > 0
−1 𝐻𝑛𝑒𝑡𝑖 ≤ 0

} (13) 

For all (i: 1-24 (m)) hidden neurons using one of the selective masks (k: 1,2, or 6 

(r)). 

 𝑂𝑛𝑒𝑡𝑙 = 𝑂𝑏𝑙 + ∑ 𝑂𝑤 𝑙,𝑗,𝑘 × 𝐻𝑜𝑗  48(𝑚)
𝑗=1  (14) 

 𝑂𝑙(𝑂𝑛𝑒𝑡𝑙) = {
1                𝑂𝑛𝑒𝑡𝑙 > 0
0                𝑂𝑛𝑒𝑡𝑙 ≤ 0

} (15) 

For all (l: 1-5 (s)) output neurons using one of the selective masks (k: 1,2, or 6 (r)). 

Where:  

i: 1, 2, …… 48 (m-Hidden neurons) 

j: 1, 2, …… 24 (n-Input Features) 

k:1, 2, …… 6 (r-Selective Masks) 

l:1, 2, …… 5 (s-Outputs Classes)  

Hnet: Hidden layer net. 

Hb: Hidden layer bias.  

Hw: Hidden layer weight. 

Ho: Output for the Hidden layer. 

Onet: Output layer net. 

Ob: Output layer bias.  

Ow: Output layer weight. 

O: Output. 

The equations are calculated for (i) inputs from (1) to (n=24), (j) hidden neurons 

from (1 to m=48), (k) selective masks from (1 to r=6), and (l) output classes from (1 to 
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s=5). The outputs of the hidden neurons are calculated from equations (12,13), then the 

classifier output is calculated from equations (14,15) to find the final classes from one 

of the five beats types. All equations are calculated for a single mask (k: 1,2, or 6 (r)) 

at a time, depending on the selective input features properties. The (k) value is a con-

stant for each selective input; the (i) and (j) are all values to calculate the overall net-

work equations to find the SMANN output for a single mask with constant (k). For this 

design, the classifier is low computational based on the low process. 

3 The ANN and SMANN Evaluation 

The MIT-BIH arrhythmia database is widely used because it consists of a variable 

ECG signal that is suffered from different types of noise. So, it is used for method 

performance evaluation. The database consists of two channels, 48 records with an 11-

bit resolution at 360 sampling rates. These records contain a variable QRS type variable 

heartbeats (15-classes) and variable noise. Because of this variability, this database is 

suitable for evaluation. 

In this work, the number of heartbeats is 103,192 from 45 records excepted the rec-

ords 102, 104, and 114 that are not included. The 45 records are lead-II ECG-signal. 

According to the knowledge base, these heartbeats are divided, as shown in Figure 3. 

According to the AAMI, five classes are 88,490 (N), 7,143 (V), 3,888 (Q), 2,876 (S), 

and 795 (F). The regularity property is extracted from the R and R time of the four RR-

before beats and one RR-after beat. So, this property is extracted from the RR-interval 

features. The heart rate is extracted directly from the average heart rate features (f24), 

as shown in equation (11). 

3.1 Software Evaluation 

The new method (SMANN) is performance evaluated and compared with the tradi-

tional ANN performance evaluation. First, the traditional ANN method with all input 

features without any selection is evaluated using the 103,192 heartbeats from 45 rec-

ords. Second, the SMANN with selective input features is evaluated using the same 

heartbeats from the same records. These heartbeats are divided into six selective prop-

erties to train the SMANN and produce six masks for each selective property. 

The parameters: true-positive (TP), true-negative (TN), false-total (FT), false-nega-

tive (FN), and false-positive (FP) were calculated to evaluate the performance. The FT 

is the most important parameter because a patient is diagnosed with the wrong heartbeat 

class. The performance is evaluated based on the overall Accuracy (Acc), Recall (Rec), 

Precision (Pre), and F1. The following equations (16-20) were calculated for both ANN 

and SMANN based on each class. The equation results are presented in Tables 2 and 3. 

 𝐴𝑐𝑐 % =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡

𝑇𝑜𝑡𝑎𝑙 
 × 100 (16) 
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Table 2.  The performance for the ANN 

  True  

 Class N S V F Q Pre. sum 

P
re

d
ic

te
d
 

N 88365 181 50 72 16 88684 

S 51 2642 26 3 1 2723 

V 54 36 7040 26 2 7158 

F 11 12 20 693 0 736 

Q 9 5 7 1 3869 3891 

true sum 88490 2876 7143 795 3888 103,192 

       Total 

P
a

ra
m

et
e
rs

 TP 88365 2642 7040 693 3869 102,609 

TN 14383 100235 95931 102354 99282  

FP 319 81 118 43 22 583 

FN 125 234 103 102 19 583 

Total 103,192 103,192 103,192 103,192 103,192  

P
e
rf

o
rm

a
n

ce
  Per Class Overall 

Rec % 99.8587 91.8637 98.5580 87.1698 99.5113 99.4350 

Pre % 99.6403 97.0253 98.3514 94.1576 99.4345 99.4282 

F1 % 99.7494 94.374 98.4546 90.5290 99.4729 99.4285 

Acc %  99.4350 

Table 3.  The performance for the SMANN 

  True  

 Class N S V F Q Pre. sum 

P
re

d
ic

te
d
 

N 88474 2 1 30 8 88515 

S 3 2861 8 0 0 2872 

V 1 13 7134 0 0 7148 

F 9 0 0 764 1 774 

Q 3 0 0 1 3879 3883 

true sum 88490 2876 7143 795 3888 103,192 

       Total 

P
a

ra
m

et
e
rs

 TP 88474 2861 7134 764 3879 103112 

TN 14661 100305 96035 102387 99300  

FP 41 11 14 10 4 80 

FN 16 15 9 31 9 80 

Total 103192 103192 103192 103192 103192  

P
e
rf

o
rm

a
n

ce
  Per Class Overall 

Rec % 99.9819 99.4784 99.874 96.1006 99.7685 99.9224 

Pre % 99.9536 99.6169 99.8041 98.7080 99.8969 99.9222 

F1 % 99.9678 99.5476 99.8390 97.3868 99.8327 99.9222 

Acc %  99.9224 
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 𝑅𝑒𝑐 % =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 × 100 (17) 

 𝑃𝑟𝑒 % =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 × 100 (18) 

 𝐹1 % =  
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
 × 100 (19) 

 𝐹𝑇 =  𝐹𝑁 + 𝐹𝑃 (20) 

The equations (16-20) were calculated for the 103,192 beats to evaluate the algo-

rithm performance and compare the results with the other methods. The method was 

trained, tested, and evaluated in a 2.6 GHz Intel Ci7 computer using 64-bit MATLAB 

2020B. The proposed method’s promising results show an Acc of 99.9224%, overall 

Rec of 99.9224%, and overall high Pre of 99.9222% (The overall Rec and Pre are the 

average weighted values). The total errors (FT) for the proposed method based on 

SMANN is 80 comparing with the 583 errors for the same method with traditional 

ANN. This low error leads to durability for diagnosing the patient’s heartbeats and as-

sists the clinical decision-maker for long-time or real-time ECG signals. 

Table 4 are summarized the evaluation performance comparison of the proposed 

method with other not a high computational algorithms using the same MIT-BIH ar-

rhythmia database. The proposed method performance is better than the other methods, 

as the results described. These results are promising according to the accuracy and low 

computational. 

Table 4.  The methods performance comparison 

Method Types Data size Acc% Rec% Pre% F1% 

Our –SMANN 5 103,192 99.922 99.922 99.922 99.922 

Our-ANN 5 103,192 99.435 99.435 99.428 99.428 

[17] 15 104,986 97.70 - - - 

[11] 13 Blocks 95.00 - - - 

[26] 5 100,688 94.30 - - - 

[32] 5 100,647 93.40 - - - 

[12] 2 - 93.19 95.00 - - 

[14] 5 98,794 92.40 - - - 

[21] 2 Blocks 88.10 92.40 - - 

[27] 6 blocks 87.00 - - - 

[15] 5 100,731 83.00 - - - 

3.2 Device Hardware Implementation 

The Node-MCU (ESP8266) stands for Microcontroller Unit firmware development 

hardware. It is used for IoT projects because of the high performance, deep sleep, 128 

KB RAM, and 4MB of flash memory than storing the data and programs. After the 

software evaluation, the proposed method was implemented using the Node-MCU and 

the same database to evaluate the resources, speed, and performance. 
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Figure 5 shows the prototype system (using Olimex- EKG and Node-MCU) at run 

time with the mobile application and computer. For hardware evaluation, the data are 

used from the same 103,192 beats, and overall processing data are displayed by the 

computer using the serial port. At the same time, the diagnostic report (patient report) 

is uploaded to the mobile application through the IoT. The patient report consists of the 

detection and classification information. The report summarized the patient’s ECG 

heart rate (HR), average HR, maximum and minimum (HR), the beats count of each 

one for the five diagnostic types (N, V, S, F, and Q), and the current beat class. At the 

same time, the patient report and the ECG original samples are stored in the device 

using the microSD-card for backup and offline analysis. The mobile application dis-

plays the patient report in real-time and controls the ON/OFF device through the IoT 

connection. Furthermore, actual cases were connected to the system using the Olimex- 

EKG, and the patient report results were promising for real-time heartbeats detection 

and classification. 

 

Fig. 5. The prototype system implementation 

For comparing the results of software and hardware, the results for hardware imple-

mentation are equivalent to the MATLAB results as summarized in Table 3, except for 

some missing results due to initialization of the program at starting. The implementa-

tion running times were calculated, and the average delay times for the first QRS-

detection is 664 samples (1.84 s). The average time for the first classification is 2404 

samples (6.678 s), and the average QRS-detection and classification delay are calcu-

lated with an average of 237 samples (0.658 s). 

The proposed system based on the new method has several distinct characteristics: 

─ The same features for the QRS-detection are reused for classification because it con-

tains the most beats shape features. 

─ The SMANN implementation is easy with multi masks (matrices); it is like the ANN 

with a new dimension for selective inputs.   

─ The features are extracted according to a simple mathematical calculation, as shown 

in the previous equations. 

ECG Node-MCU 

microSD 

Mobile App. 

Serial port output 

System 
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─ Low computation method is implemented in wearable devices and IoT. 

─ The device executes all processes except displaying the report using the mobile ap-

plication. The processes include reading the ECG samples, detecting the QRS, clas-

sifying these heartbeats, sending the patient report, and storing the ECG samples 

with the report in a microSD-card. The device can work with and without an internet 

connection because the internet is used to display the patient report for real-time 

monitoring, and the device performs all other processes, as shown in Figure 6. 

─ The ECG samples are stored and processed by the device, and the patient report is 

the only data uploaded for mobile applications using IoT. So, the device can work 

offline to store the patient ECG and report in the microSD-card. 
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Fig. 6. System flowchart 

94 http://www.i-joe.org



Paper—A Wearable Heartbeats Classification System Based on A New Method: Selective-Mask … 

4 Conclusion 

The proposed system was designed based on a new method SMANN to improve the 

performance with low computation. The SMANN is an ANN design with multi masks 

for each layer. Each mask is applied to a corresponding input property. The input prop-

erty is created from the knowledge base for the input data. The inputs for the network 

are features extracted from the ECG signal after filtering and QRS-detection. The fea-

tures for QRS-detection are used for classification with adding new features. Moreover, 

this mixture of features is extracted based on the simple operation to reducing the pro-

cesses. 

The system was evaluated using MATLAB and implemented using the Node-MCU. 

The method was evaluated with high accuracy of 99.92 %, low errors of 80 errors only 

for the SMANN, and 583 errors for the exact data of the traditional ANN without se-

lective inputs. Each classification error refers to a patient heartbeat error diagnosing. 

This number should be as low as possible for the healthcare application. A promising 

result for the proposed method compared to the existing methods. The implemented 

system is reliable compared with the MATLAB results based on errors and speed. For 

the device, the average delay time of heartbeat detection and classification is 0.658 Sec. 

The system can work online or offline because the device performs all processes using 

the microcontroller resources. The microSD-card is storing the patient report and the 

ECG samples for offline analysis. 

5 References 

[1] WHO, “Global Health Estimates 2016: Estimated deaths by age, sex, and cause.” 2016. 

https://www.who.int/healthinfo/global_burden_disease/GHE2016_Deaths_Global_2000_ 

2016.xls?ua=1. 

[2] F. M. Kusumoto, ECG Interpretation: From Pathophysiology to Clinical Application. Bos-

ton, MA: Springer US, 2009. https://doi.org/10.1007/978-0-387-88880-4. 

[3] T. F. Romdhane, H. Alhichri, R. Ouni, and M. Atri, “Electrocardiogram heartbeat classifi-

cation based on a deep convolutional neural network and focal loss,” Computers in Biology 

and Medicine, vol. 123, p. 103866, Aug. 2020. https://doi.org/10.1016/j.compbio-

med.2020.103866. 

[4] J. R. Hampton and J. Hampton, The ECG made easy. Edinburgh; New York (Ny): Elsevier, 

Cop, 2019. 

[5] M. L. A. Al-dabag, H. Th. Salim ALRikabi, and R. R. O. Al-Nima, “Anticipating Atrial 

Fibrillation Signal Using Efficient Algorithm,” International Journal of Online and Biomed-

ical Engineering (iJOE), vol. 17, no. 02, p. 106, Feb. 2021. https://doi.org/10.3991/ 

ijoe.v17i02.19183. 

[6] M. Z. Suboh, R. Jaafar, N. A. Nayan, and N. H. Harun, “ECG-based Detection and Predic-

tion Models of Sudden Cardiac Death: Current Performances and New Perspectives on Sig-

nal Processing Techniques,” International Journal of Online and Biomedical Engineering 

(iJOE), vol. 15, no. 15, p. 110, Dec. 2019. https://doi.org/10.3991/ijoe.v15i15.11688. 

[7] A.J. Khalaf and S.J. Mohammed, “A QRS-Detection Algorithm for Real-Time Applica-

tions,” International Journal of Intelligent Engineering and Systems, vol. 14, no. 1, pp. 356–

367, Feb. 2021. https://doi.org/10.22266/ijies2021.0228.33. 

iJOE ‒ Vol. 17, No. 10, 2021 95

https://www.who.int/healthinfo/global_burden_disease/GHE2016_Deaths_Global_2000_2016.xls?ua=1
https://www.who.int/healthinfo/global_burden_disease/GHE2016_Deaths_Global_2000_2016.xls?ua=1
https://doi.org/10.1007/978-0-387-88880-4
https://doi.org/10.1016/j.compbiomed.2020.103866
https://doi.org/10.1016/j.compbiomed.2020.103866
https://doi.org/10.3991/ijoe.v17i02.19183
https://doi.org/10.3991/ijoe.v17i02.19183
https://doi.org/10.3991/ijoe.v15i15.11688
https://doi.org/10.22266/ijies2021.0228.33


Paper—A Wearable Heartbeats Classification System Based on A New Method: Selective-Mask … 

[8] F. Murat, O. Yildirim, M. Talo, U. B. Baloglu, Y. Demir, and U. R. Acharya, “Application 

of deep learning techniques for heartbeats detection using ECG signals-analysis and re-

view,” Computers in Biology and Medicine, vol. 120, p. 103726, May 2020. https://doi. 

org/10.1016/j.compbiomed.2020.103726. 

[9] Z. Ebrahimi, M. Loni, M. Daneshtalab, and A. Gharehbaghi, “A review on deep learning 

methods for ECG arrhythmia classification,” Expert Systems with Applications: X, vol. 7, p. 

100033, Sep. 2020. https://doi.org/10.1016/j.eswax.2020.100033. 

[10] M. Alfaras, M. C. Soriano, and S. Ortín, “A Fast Machine Learning Model for ECG-Based 

Heartbeat Classification and Arrhythmia Detection,” Frontiers in Physics, vol. 7, Jul. 2019. 

https://doi.org/10.3389/fphy.2019.00103. 

[11] P. Pławiak, “Novel methodology of cardiac health recognition based on ECG signals and 

evolutionary-neural system,” Expert Systems with Applications, vol. 92, pp. 334–349, Feb. 

2018. https://doi.org/10.1016/j.eswa.2017.09.022. 

[12] D. K. Atal and M. Singh, “Arrhythmia Classification with ECG signals based on the Opti-

mization-Enabled Deep Convolutional Neural Network,” Computer Methods and Programs 

in Biomedicine, vol. 196, p. 105607, Nov. 2020. https://doi.org/10.1016/j.cmpb.2020. 

105607. 

[13] X. Hua, J Han, C. Zhao, H. Tang, Z. He, Q. Chen, S. Tang, J. Tang, and W. Zhou, “A novel 

method for ECG signal classification via one-dimensional convolutional neural network,” 

Multimedia Systems, Nov. 2020. https://doi.org/10.1007/s00530-020-00713-1. 

[14] G. Garcia, G. Moreira, D. Menotti, and E. Luz, “Inter-Patient ECG Heartbeat Classification 

with Temporal VCG Optimized by PSO,” Scientific Reports, vol. 7, no. 1, Sep. 2017. 

https://doi.org/10.1038/s41598-017-09837-3. 

[15] P. de Chazal, M. O’Dwyer, and R. B. Reilly, “Automatic Classification of Heartbeats Using 

ECG Morphology and Heartbeat Interval Features,” IEEE Transactions on Biomedical En-

gineering, vol. 51, no. 7, pp. 1196–1206, Jul. 2004. https://doi.org/10.1109/tbme.2004. 

827359. 

[16] M. K. Das and S. Ari, “ECG Beats Classification Using Mixture of Features,” International 

Scholarly Research Notices, vol. 2014, pp. 1–12, Sep. 2014. https://doi.org/10.1155/2014/ 

178436. 

[17] H. Yang and Z. Wei, “Arrhythmia Recognition and Classification Using Combined Para-

metric and Visual Pattern Features of ECG Morphology,” IEEE Access, vol. 8, pp. 47103–

47117, 2020. https://doi.org/10.1109/access.2020.2979256. 

[18] M. M. A. Rahhal, Y. Bazia, N. Alajlana, S. Maleka, H. Al-Hichri, F. Melganib, and M. Al 

Zuair, “Classification of AAMI heartbeat classes with an interactive ELM ensemble learning 

approach,” Biomedical Signal Processing and Control, vol. 19, pp. 56–67, May 2015. 

https://doi.org/10.1016/j.bspc.2015.03.010. 

[19] S. M. Anwar, M. Gul, M. Majid, and M. Alnowami, “Arrhythmia Classification of ECG 

Signals Using Hybrid Features,” Computational and Mathematical Methods in Medicine, 

vol. 2018, pp. 1–8, Nov. 2018. https://doi.org/10.1155/2018/1380348. 

[20] O. Faust, A. Shenfield, M. Kareem, T. R. San, H. Fujita, and U. R. Acharya, “Automated 

detection of atrial fibrillation using long short-term memory network with RR interval sig-

nals,” Computers in Biology and Medicine, vol. 102, pp. 327–335, Nov. 2018. https://doi. 

org/10.1016/j.compbiomed.2018.07.001. 

[21] S. Singh, S. K. Pandey, U. Pawar, and R. R. Janghel, “Classification of ECG Arrhythmia 

using Recurrent Neural Networks,” Procedia Computer Science, vol. 132, pp. 1290–1297, 

2018. https://doi.org/10.1016/j.procs.2018.05.045. 

96 http://www.i-joe.org

https://doi.org/10.1016/j.compbiomed.2020.103726
https://doi.org/10.1016/j.compbiomed.2020.103726
https://doi.org/10.1016/j.eswax.2020.100033
https://doi.org/10.3389/fphy.2019.00103
https://doi.org/10.1016/j.eswa.2017.09.022
https://doi.org/10.1016/j.cmpb.2020.105607
https://doi.org/10.1016/j.cmpb.2020.105607
https://doi.org/10.1007/s00530-020-00713-1
https://doi.org/10.1038/s41598-017-09837-3
https://doi.org/10.1109/tbme.2004.827359
https://doi.org/10.1109/tbme.2004.827359
https://doi.org/10.1155/2014/178436
https://doi.org/10.1155/2014/178436
https://doi.org/10.1109/access.2020.2979256
https://doi.org/10.1016/j.bspc.2015.03.010
https://doi.org/10.1155/2018/1380348
https://doi.org/10.1016/j.compbiomed.2018.07.001
https://doi.org/10.1016/j.compbiomed.2018.07.001
https://doi.org/10.1016/j.procs.2018.05.045


Paper—A Wearable Heartbeats Classification System Based on A New Method: Selective-Mask … 

[22] G. Sannino and G. De Pietro, “A deep learning approach for ECG-based heartbeat classifi-

cation for arrhythmia detection,” Future Generation Computer Systems, vol. 86, pp. 446–

455, Sep. 2018. https://doi.org/10.1016/j.future.2018.03.057. 

[23] S. Sahoo, M. Mohanty, S. Behera, and S. K. Sabut, “ECG beat classification using empirical 

mode decomposition and mixture of features,” Journal of Medical Engineering & Technol-

ogy, vol. 41, no. 8, pp. 652–661, Nov. 2017. https://doi.org/10.1080/03091902.2017. 

1394386. 

[24] E. J. da S. Luz, T. M. Nunes, V. H. C. de Albuquerque, J. P. Papa, and D. Menotti, “ECG 

arrhythmia classification based on optimum-path forest,” Expert Systems with Applications, 

vol. 40, no. 9, pp. 3561–3573, Jul. 2013. https://doi.org/10.1016/j.eswa.2012.12.063. 

[25] M. Sadrawi, C. Lin, Y. Lin, Y. Hsieh, C. Kuo, J. Chien, K. Haraikawa, M. Abbod, and J. 

Shieh, “Arrhythmia Evaluation in Wearable ECG Devices,” Sensors, vol. 17, no. 11, p. 

2445, Oct. 2017. https://doi.org/10.3390/s17112445. 

[26] L. B. Marinho, N. de M. M. Nascimento, J. W. M. Souza, M. V. Gurgel, P. P. Rebouças 

Filho, and V. H. C. de Albuquerque, “A novel electrocardiogram feature extraction approach 

for cardiac arrhythmia classification,” Future Generation Computer Systems, vol. 97, pp. 

564–577, Aug. 2019, https://doi.org/10.1016/j.future.2019.03.025. 

[27] E. Izci, M. A. Ozdemir, R. Sadighzadeh, and A. Akan, “Arrhythmia Detection on ECG Sig-

nals by Using Empirical Mode Decomposition,” in 2018 Medical Technologies National 

Congress (TIPTEKNO), IEEE, Magusa, Cyprus, Nov. 2018, p. 262–265, 2018. 

https://doi.org/10.1109/tiptekno.2018.8597094. 

[28] G. B. Moody and R. G. Mark, “The impact of the MIT-BIH Arrhythmia Database,” IEEE 

Engineering in Medicine and Biology Magazine, vol. 20, no. 3, pp. 45–50, 2001. 

https://doi.org/10.1109/51.932724. 

[29] S. Kiranyaz, T. Ince, and M. Gabbouj, “Real-Time Patient-Specific ECG Classification by 

1-D Convolutional Neural Networks,” IEEE Transactions on Biomedical Engineering, vol. 

63, no. 3, pp. 664–675, Mar. 2016. https://doi.org/10.1109/tbme.2015.2468589. 

[30] ANSI/AAMI, Testing and reporting performance results of cardiac rhythm and ST segment 

measurement algorithms. American National Standards Institute, Inc. (ANSI), Association 

for the Advancement of Medical Instrumentation (AAMI), ANSI/AAMI/ISO EC57, 1998-

(R)2008 (2008). https://doi.org/10.1016/b978-0-12-813467-2.00105-x 

[31] A. Ullah, S. M. Anwar, M. Bilal, and R. M. Mehmood, “Classification of Arrhythmia by 

Using Deep Learning with 2-D ECG Spectral Image Representation,” Remote Sensing, vol. 

12, no. 10, p. 1685, May 2020. https://doi.org/10.3390/rs12101685. 

[32] H. Wang, H. Shia, K. Lina, C. Qina, L. Zhaob, Y. Huanga, and C. Liu, “A high-precision 

arrhythmia classification method based on dual fully connected neural network,” Biomedical 

Signal Processing and Control, vol. 58, p. 101874, Apr. 2020. https://doi.org/10.1016/j. 

bspc.2020.101874. 

[33] P. Pławiak and U. R. Acharya, “Novel deep genetic ensemble of classifiers for arrhythmia 

detection using ECG signals,” Neural Computing and Applications, vol. 32, Jan. 2019. 

https://doi.org/10.1007/s00521-018-03980-2. 

[34] N. Nazrul Anuar,  et al., “Cardiovascular Disease Prediction from Electrocardiogram by 

Using Machine Learning,” International Journal of Online and Biomedical Engineering 

(iJOE), vol. 16, no. 07, p. 34, Jun. 2020. https://doi.org/10.3991/ijoe.v16i07.13569. 

[35] L. K. Hansen and P. Salamon, “Neural network ensembles,” IEEE Transactions on Pattern 

Analysis and Machine Intelligence, vol. 12, no. 10, pp. 993–1001, 1990. https://doi.org/10. 

1109/34.58871. 

iJOE ‒ Vol. 17, No. 10, 2021 97

https://doi.org/10.1016/j.future.2018.03.057
https://doi.org/10.1080/03091902.2017.1394386
https://doi.org/10.1080/03091902.2017.1394386
https://doi.org/10.1016/j.eswa.2012.12.063
https://doi.org/10.3390/s17112445
https://doi.org/10.1016/j.future.2019.03.025
https://doi.org/10.1109/tiptekno.2018.8597094
https://doi.org/10.1109/51.932724
https://doi.org/10.1109/tbme.2015.2468589
https://doi.org/10.1016/b978-0-12-813467-2.00105-x
https://doi.org/10.3390/rs12101685
https://doi.org/10.1016/j.bspc.2020.101874
https://doi.org/10.1016/j.bspc.2020.101874
https://doi.org/10.1007/s00521-018-03980-2
https://doi.org/10.3991/ijoe.v16i07.13569
https://doi.org/10.1109/34.58871
https://doi.org/10.1109/34.58871


Paper—A Wearable Heartbeats Classification System Based on A New Method: Selective-Mask … 

6 Authors 

Akram Jaddoa Khalaf was born in Hilla, Babylon, Iraq, in 1978. He received the 

B.Sc. degree in Electrical Engineering in 2001 from the University of Babylon, the HD 

degree in Computer Science/ Engineering Applications in 2002 from the Iraqi Com-

mission for Computer & Informatics, and the M.Sc. degree in Electrical Engineer-

ing/Electronics and Communications in 2013 from the University of Babylon. He is a 

staff member at the University of Babylon, Faculty of Engineering, Biomedical Depart-

ment, and he is currently a Ph.D. student at the University of Babylon. His research 

interests include Wireless Sensor Networks, Biomedical informatics, Signal Pro-

cessing, Healthcare systems, Networking, and Machine Learning. 

Samir Jasim Mohammed was born in Hilla, Babylon, Iraq, in 9Oct. 1959. He re-

ceived the B.Sc. degree in Electrical Engineering/Electronics and Communications in 

1981 from the University of Sulaymaniyah, the M.Sc. degree in Electrical Engineer-

ing/Electronics and Communications in 1986 from the University of Baghdad, and the 

Ph.D. degree in Communication Engineering from the Department of Technical Edu-

cation-Electrical Engineering at University of Technology. Currently, he is professor 

and Head of the Scientific Composition at the Electrical Engineering Department, Uni-

versity of Babylon. His research interest is Wireless Communication, Digital Video 

Broadcasting, Wireless sensor network, Biomedical informatics, Signal Processing, 

Healthcare System. 

Article submitted 2021-06-12. Resubmitted 2021-07-20. Final acceptance 2021-07-21. Final version pub-

lished as submitted by the authors 

98 http://www.i-joe.org

http://en.uobabylon.edu.iq/
https://www.unipage.net/en/25562/iraqi_commission_for_computers_and_informatics
https://www.unipage.net/en/25562/iraqi_commission_for_computers_and_informatics
https://univsul.edu.iq/en/
https://en.uobaghdad.edu.iq/
https://www.uotechnology.edu.iq/
http://en.uobabylon.edu.iq/
http://en.uobabylon.edu.iq/

