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Abstract—Medical image retrieval (MIR) is a hard task owing to the varied 

patterns and structures in the medical images. The feature descriptors have been 

used to describe the images in most MIR approaches. Based on the local relation-

ship, several feature descriptors of neighbouring image pixels have been pro-

posed for MIR so far, but their low performance scores make them unsuitable. In 

this paper, an efficient optimized hybrid local lifting wavelet co-occurrence tex-

ture pattern for content-based MIR is proposed. Initially, image resize and Adap-

tive histogram equalization technique is used to carried out for contrast enhance-

ment. Then Local Lifting Wavelet Co-occurrence Texture Pattern is derived us-

ing Local tetra pattern, Gradient directional pattern, lifting wavelet transform and 

Gray level co-occurrence matrix. An Equilibrium optimization technique is em-

ployed to select the most important features of an image from the obtained feature 

vectors (FV). Finally, to match the query image with the database images, dis-

tance between their FV is computed and the minimum distance images are con-

sidered as retrieval outcome. Three benchmark medical databases of various mo-

dalities (CT and MRI) are used to test the efficiency of the proposed method: 

EXACT-09, TCIA-CT, and OASIS. The experimental results prove that the pro-

posed approach outperforms existing descriptors in terms of APR and ARR. 

Keywords—medical image retrieval, local tetra pattern, gradient directional 

pattern, lifting wavelet transform, equilibrium optimization 

1 Introduction 

Computer assisted medical image analysis techniques help the medical doctors to 

make better their ability in disease judgment [1,2]. Medical image data is growing every 

day as a result of computerized clinical exams. The medical images are of various mo-

dalities such as X-ray, computer tomography (CT) and etc. Due to the large size of 

medical repositories and different modalities, image search or retrieval from the data-

bases for a given query image has become a difficult task. Therefore, Content based 

medical image retrieval (CBMIR) was presented to solve these issues [3]. The CBMIR 

is an automatic image search technique unlike traditional image search methods such 
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as manual search by the medical experts and text-based image search (TBIS). The man-

ual search and TBIS requires huge man power and lead to blunders. In CBMIR, Image 

search can be done by their visual contents. The contents represent the characteristics 

of the image such as shape, colour, textures, edges, visual features and etc. In CBMIR, 

feature representation plays a crucial role to determine the image similarity. The local 

binary pattern (LBP) was once widely used to represent the image [4]. Due to its enor-

mous popularity and simplicity, several LBP variants have been proposed for solving 

image retrieval problems in recent decades [5].  

This paper proposes a new algorithm for efficient CBMIR and organized as follows. 

Section - 2 provides the literature survey; section - 3 gives the explanation of proposed 

method; section - 4 provides the experimental results; and finally, section-5 concludes. 

2 Literature review  

Here, the most important feature descriptors and feature selection (FS) methods re-

late to the proposed approach are explained briefly. 

2.1 Feature descriptors for CBIR 

S. Murala et al. introduced a Directional Binary wavelet patterns (DBWP) [6] for 

MIR. The multi-resolution binary images were extracted by dividing the 8-bit grayscale 

image into 8-bit binary planes. To extract the LBP features, binary wavelet transforms 

(BWT) was applied to every pixel of a plane and the DBWP was shaped in four direc-

tions for all BWT sub-bands. However, it increases the feature vector length. The local 

tetra pattern (LTrP) [7] was proposed as a way to use 1st-order derivatives in the hori-

zontal and vertical directions to encode the relationship between the referenced pixel 

and its neighbours. Furthermore, Local ternary co-occurrence patterns (LTCoPs) [8] 

and Local mesh peak valley edge pattern (LMePVEP) [9] were proposed for CT MIR. 

The (n-1)th-order vertical and horizontal derivatives are combined with the Gabor trans-

form to compute the nth-order LTrP. The LTCoP encoded the co-occurrence of identical 

ternary edges that were computed from the grey values of the centre and its neighbour-

ing pixels. LMePVEP extracts the gray scale information like LTCoP but 1st order de-

rivative was used to derive the relations among the peak/valley edges. Anil Balaji 

Gonde et al. proposed 3D local transform pattern (3D-LTraP) [13] for image retrieval. 

To extract the features, spherical symmetric 3-dimensional local ternary pattern (SS-

3D-LTP) is used. The efficiency of SS-3D-LTP is determined by the threshold value 

and used to calculate ternary patterns. In addition, this method lacks multiscale and 

color information. 

Local bit-plane dissimilarity pattern (LBDISP) [10] was introduced by S. R. Dubey 

et al. for CT MIR. Over each bit-plane, a dissimilarity map was found between the 

centre pixel and its neighbours, which was then encoded to form LBDISP. Local diag-

onal extrema pattern (LDEP) [11] was presented for CT MIR. The 1st - order derivatives 

of local diagonals were used to find the values and indexes of the LDEs in order to 

manipulate the relationship between the any centre pixel and its diagonal neighbours of 
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the image. The intensity values of the LDEs and the centre pixel were compared with 

indexes to make use of the relationship between the centre pixel and its neighbours. 

The feature vector's dimension is greatly reduced when only diagonal neighbours are 

considered, which speeds up image retrieval. Local wavelet pattern (LWP) [12] was 

proposed for CT MIR. The LWP was calculated for each pixel in the image using the 

relationship between the pixel and the local neighbouring data. Vandana kate et al. con-

volutional Deep-Net Model based on the extraction of random patches and enforcing 

depth-wise convolutions is proposed for training and classification of widely known 

benchmark Breast Cancer histopathology images. The classification result of these ran-

domly extracted patches (size 50X50X3) is aggregated using majority vote casting in 

deciding the final image classification type [41]. Archana Kalidindi et al. presented a 

model using classification algorithms based on deep learning which can be used to clas-

sify or detect hemorrhage in a CT image [42]. 

2.2 Feature selection 

There are two types of FS in the literature: filter and wrapper. The filter approaches 

point out the relevant features independently of the learning model. These approaches 

rank the attributes using the properties of the data and remove all features that do not 

perceive an adequate score [16, 17]. The wrapper approaches rank the features using a 

pre-determined learning model, which can select the feature sub-set with a high evalu-

ation measure [20]. Although the filter is computationally less expensive, the wrapper 

FS can often produce better results. 

Kaur et. al. proposed a parameter-free bat algorithm to find an optimal set of features 

when classifying brain tumor MR images. The significant features were selected by 

minimizing the weighted distance between different categories. Li Zhang et al. [15] 

integrated the chaotic attractiveness movement, simulated annealing, and scattering 

strategies into the firefly algorithm for FS. Emary, Zawbaa, and Hassanien [18] devel-

oped a novel binary gray wolf optimization for dimensionality reduction. In this ap-

proach, a modified sigmoid function was implemented, and it enabled the wolves to 

conduct the search around the binary feature space.  

3 Proposed method 

The proposed optimized hybrid local lifting wavelet co-occurrence texture pattern 

for CBMIR block diagram is shown in Figure 1, which contains of pre-processing, fea-

ture extraction (FE), FS and similarity measurement and indexing modules.  

In the pre-processing all the images are resized to [512 x 512] then Adaptive histo-

gram equalization (AHE) technique is employed to improve their contrast. The FE and 

FS are important modules of the proposed CBMIR technique. Here a new approach is 

used to extract the features of an image. The local features of an image are extracted by 

using LTrP and GDP operators. Then lifting wavelet transform (LWT) is applied to the 

histograms of extracted local patterns to obtain the wavelet coefficients. Then Gray 

Level Co-Occurrence matrix (GLCM) technique is carried out to extract the texture 
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features of an image. The extracted feature vectors (FV) have high dimensionality lead 

to high computational cost and large storage space. An equilibrium optimization tech-

nique is employed to select the optimal features. Hence, the dimension of the FV is 

reduced. The optimal features are most important features of an image. In image re-

trieval process, the query image has to match with the database images and the most 

relevant images can be considered as a retrieval outcome. Similar process is used to 

extract the FV of query image. Here, two distance measurement techniques are used as 

in [34 and 9] and their average is considered to match the query image features with 

the database images features. After calculating the distance, all the images are indexed 

by sorting in descending order based on their distances. The topmost minimum distance 

images are considered as retrieval outcome. Each module in the block diagram is ex-

plained in detailed in the below sections. 

 

Fig. 1. Block diagram of proposed method 

3.1 Pre-processing 

During the pre-processing, all the images are first resized to [512X512] before being 

improved the contrast with the AHE technique. The AHE technique is well-known for 

enhancing contrast in both normal and medical images. The approach in Histogram 

Equalization (HE) entails applying to every pixel. In AHE, each pixel is modified based 

on adjacent pixels located in a region known as contextual region. The size of contex-

tual region of an image with 𝑛 × 𝑛 pixels and k intensity levels, is 𝑚 ×𝑚.  Instead of 

using the histogram of neighbourhood pixels from a moving window, only the four 

closest grid points produce better results [21].  

3.2 Feature extraction 

In computer vision image contents or features are most important to represent an 

image. Various feature descriptors are discussed in the literature. The descriptors used 

in the proposed method are discussed in detail in this section. 
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Local Tetra Pattern (LTrP). The LTrPs is introduced by adopting a key idea of 

local patterns LBP, Local derivative pattern (LDP), and local ternary pattern (LTP) 

which are presented in [22], [23], and [24] respectively. The LTrP define the spatial 

relation based on direction of centre gray pixel (𝑔𝑐) to derive the local texture struc-

tures. The local patterns will encode images with only ‘2’ or ‘3’ distinct values as “0,” 

“1,” or “0,” “1,” “1” respectively. On the other hand, LTrP can encode images with ‘4’ 

distinct values and extracts more detailed information. The LTrP encodes the relation-

ship by combining the (n-1)th-order derivatives of the 00 and 900 to determine the direc-

tion of the 𝑔𝑐 and its neighbors [7]. For an image (I), the 1st - order derivatives along 00 

and 900 are written as in eqns. (1) and (2). Let 𝑔ℎ is horizontal and 𝑔𝑣 vertical neighbors 

of 𝑔𝑐.  

 𝐼00
1 (𝑔𝑐) = 𝐼(𝑔ℎ) − 𝐼(𝑔𝑐) (1) 

 𝐼900
1 (𝑔𝑐) = 𝐼(𝑔𝑣) − 𝐼(𝑔𝑐) (2) 

and the direction of the 𝑔𝑐 can be calculated as 

 𝐼𝐷𝑖𝑟
1 (𝑔𝑐) =

{
 
 

 
 
1,  𝐼00

1 (𝑔𝑐)  ≥ 0 𝑎𝑛𝑑  𝐼900
1 (𝑔𝑐)  ≥ 0 

2,  𝐼00
1 (𝑔𝑐)  < 0 𝑎𝑛𝑑  𝐼900

1 (𝑔𝑐)  ≥ 0

3,  𝐼00
1 (𝑔𝑐) < 0 𝑎𝑛𝑑  𝐼900

1 (𝑔𝑐) < 0

4,  𝐼00
1 (𝑔𝑐) ≥ 0 𝑎𝑛𝑑  𝐼900

1 (𝑔𝑐) < 0

  (3) 

According to eqn. (3), the possible directions for each centre pixel are 1, 2, 3, or 4, 

and the image is ultimately translated into ‘4’-values. The 2nd -order 𝐿𝑇𝑟𝑃2(𝑔𝑐) is rep-

resented as 

𝐿𝑇𝑟𝑃2(𝑔𝑐) = {𝑓3(𝐼𝐷𝑖𝑟
1 (𝑔𝑐), 𝐼𝐷𝑖𝑟

1 (𝑔1)), 𝑓3(𝐼𝐷𝑖𝑟
1 (𝑔𝑐), 𝐼𝐷𝑖𝑟

1 (𝑔2)),

… . 𝑓3(𝐼𝐷𝑖𝑟
1 (𝑔𝑐), 𝐼𝐷𝑖𝑟

1 (𝑔𝑝) ) } |𝑝=8 (4) 

 𝑓3(𝐼𝐷𝑖𝑟
1 (𝑔𝑐), 𝐼𝐷𝑖𝑟

1 (𝑔𝑝) = {
0,  𝐼𝐷𝑖𝑟

1 (𝑔𝑐) = 𝐼𝐷𝑖𝑟
1 (𝑔𝑝) 

𝐼𝐷𝑖𝑟
1 (𝑔𝑝), 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

  (5) 

The 8-bit tetra pattern is calculated for each 𝑔𝑐 from eqns. (4) and (5). Then, all the 

patterns are divided into ‘4’ parts based on the 𝑔𝑐 direction. Finally, ’3’ binary patterns 

are converted from the tetra patterns for each direction. 

where 𝐼𝐷𝑖𝑟
1 (𝑔𝑐) denotes the direction of 𝑔𝑐  and obtained using eqn. (3) be ‘1’; then, 

𝐿𝑇𝑟𝑃2 can be represented by separating it into 3 binary patterns as follows: 

𝐿𝑇𝑟𝑃2|𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛=2,3,4 =∑ 2(𝑝−1)  ×  𝑓4(
𝑃
𝑝=1 𝐿𝑇𝑟𝑃2(𝑔𝑐))|𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛=2,3,4 (6) 

 𝑓4(𝐿𝑇𝑟𝑃
2(𝑔𝑐))|𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛=∅ = {

1, 𝑖𝑓 𝐿𝑇𝑟𝑃2(𝑔𝑐) = ∅ 
0,               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (7) 
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Where ∅ = 2,3,4, and ‘P’ denoted as the number of neighbors of the 𝑔𝑐. In the same 

way, the remaining three tetra patterns (parts) of the 𝑔𝑐 are transformed to 12 (4×3) 

binary patterns. The 13th binary pattern (magnitude) is calculated via eqn. (9). 

 𝑀𝐼1(𝑔𝑝) = √(( 𝐼00
1 (𝑔𝑐))

2 + ( 𝐼00
1 (𝑔𝑐))

2) (8) 

 LP= ∑ 2(𝑝−1)  ×  𝑓1(
𝑃
𝑝=1 𝑀𝐼1(𝑔𝑝) − 𝑀𝐼1(𝑔𝑐))|𝑃=8 (9) 

For the local pattern, 2𝑃 combinations of LBPs are possible with P neighborhoods 

which results the length of feature vector is 2𝑃 . The length of the feature vector is leads 

to the high computational cost and it can be reduced by considering uniform pattern 

[25]. The uniform pattern consists less number of discontinuities which are less than 

two in the circular binary representation (CBR), whereas the nonuniform patterns are 

those with more than two discontinuities. Therefore, for an input image, the distinct 

uniform patterns would be P(P-1)+2. The histogram is constructed for the whole image 

using PTN as in eqn. (10). 

𝐻𝑠(𝑙) =
1

𝑁1×𝑁2
 ∑  ∑ 𝑓5(𝑃𝑇𝑁(𝑗, 𝑘), 𝑙 ∶

𝑁2
𝑘=1  𝑙 ∈ [0, 𝑃(𝑃 − 1) + 2]

𝑁1
𝑗=1  (10) 

 𝑓5(𝑥, 𝑦) = {
1,   𝑖𝑓 𝑥 = 𝑦
0,            𝑒𝑙𝑠𝑒

 (11) 

where 𝑁1 × 𝑁2  is the size of the input image. 

Gradient Directional Pattern (GDP). The LBP descriptor sets the threshold to the 

value of the centre pixel (𝑔𝑐). As a result, LBP patterns are sensitive to interference to 

noise and illumination variations, as even minor changes will cause their value to 

change in relation to the 𝑔𝑐. Although some recent approaches for forming binary pat-

terns used more stable gradient magnitudes and edge response values instead of gray – 

level [26]. The gradient direction angles (GDA) of the pixels are quantized to form a 

local texture pattern. The gradient vector’s direction of each pixel in an image is deter-

mined as in eqn. (12). 

 𝛼(𝑥, 𝑦) = 𝑡𝑎𝑛−1(
𝐺𝑦

𝐺𝑥
) (12) 

Where 𝛼(𝑥, 𝑦) denotes the GDA of the pixel (x, y), and 𝐺𝑥  and 𝐺𝑦 are the elements 

of two gradient vectors. The Sobel operator is convolved with horizontal and vertical 

kernel of the image to get the values of 𝐺𝑥  and 𝐺𝑦. Then GDP descriptor takes a 3 × 3 

neighbourhood pixels around each pixel of the image using obtained GDA as in eqn. 

(13). A threshold 𝑡 (user specified) is used to quantize the neighbouring GDA with re-

spect to the pixel’s direction angle. Here, neighbours with a gradient angle ±𝑡 about 

the centre angle are quantised as in eqn. (14).  

 𝐺𝐷𝑃(𝑥𝑐 , 𝑦𝑐) = ∑ 𝑠(𝐺𝐷𝑝 , 𝐺𝐷𝑐)2
𝑝𝑃−1

𝑝=0  (13) 

 𝑠(𝐺𝐷𝑝, 𝐺𝐷𝑐) = {
1,    𝐺𝐷𝑐 − 𝑡 ≤ 𝐺𝐷𝑝 ≤ 𝐺𝐷𝑐 + 𝑡

0,                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (14) 
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Where 𝐺𝐷𝑐  𝑎𝑛𝑑 𝐺𝐷𝑝 are denoted as GDA of the pixel (𝑥𝑐 , 𝑦𝑐) and GDP angles of 

its neighbours respectively. The GDP histogram is represented as, 

 𝐻𝐺𝐷𝑃(𝑖) = ∑ ∑ 𝑓(𝐺𝐷𝑃(𝑥, 𝑦), 𝑖)𝑁
𝑦=1

𝑀
𝑥=1  (15) 

 Where 𝑓(𝑎, 𝑖) = {
1,           𝑎 = 𝑖
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (16) 

Lifting wavelet decomposition of LTrP and GDP histograms. The eqns. 10 and 

15 of LTrP and GDP histograms represents the same whole 2D image individually. To 

derive the lifting wavelet coefficients, LWT is applied to LTrP and GDP histograms. 

Basically, lifting wavelet decomposition can be divided into 3 steps such as (i) split, 

(ii) predict, and (iii) update. 

(i) Split: Initially, the original signal 𝐹0 is split into two subsets as even (𝐹1) and odd 

(𝐷1) sequences using a simple wavelet known as lazy wavelet. It is represented in eqn. 

(17). 

 𝑆𝑝𝑙𝑖𝑡(𝐹𝑜) = (𝐸𝑣𝑒𝑛1, 𝑂𝑑𝑑1) = (𝐹1, 𝐷1) (17) 

Generally, 𝐹1 and 𝐷1 denotes the LF approximate component and the HF detail com-

ponent respectively.  

(ii) Predict: In this step, the even sequence 𝐹1 is used to predict the odd sequence 𝐷1 

based on the correlation in the original signal. The prediction can be expressed as: 

 𝐷′1 = 𝐷1 − 𝑃(𝐹1) 18) 

(iii) Update: Here, the modified odd sequence 𝑈(𝐷1) is added to the even sequence 

𝐹1 to form the updated even sequence. The updated even sequence is expressed in eqn. 

(19): 

 𝐹′1 = 𝐹1 + 𝑈(𝐷1) (19) 

Similarly, the 3 steps can be used to split the data subset 𝐹1 into 𝐷2 and 𝐹2. The in-

teger wavelet is decomposed the original data set 𝐹0  as  {𝐹𝑛, 𝐷𝑛 , 𝐷𝑛−1, . . . . . , 𝐷1}, where 

𝐹𝑛 denotes the low frequency (LF) part of signals, and {𝐷𝑛 , 𝐷𝑛−1, … . . , 𝐷1}  is the high 

frequency (HF) part of signals. From the above steps, the lifting scheme is realized in 

situ operations. These steps are repeatedly used in lifting filter banks to obtain wavelet 

transform coefficients. 

GLCM based feature vector computation. The GLCM is a statistical method for 

analyzing textures in a grayscale image [27]. Let 𝐼(𝑘, 𝑘) will be the neighborhood gray-

scale image of a central pixel (𝑛𝑐 , 𝑚𝑐). The cooccurrence values at a given distance 

from a specified pixel (𝑛𝑐 , 𝑚𝑐) is distributed to calculate the cooccurrence matrix of 

the image. The cooccurrence matrix 𝐶𝑀 = 𝐶(𝑑𝑥,𝑑𝑦)(𝑘, 𝑘) of the image 𝐼(𝑘, 𝑘) is de-

fined as 

 𝐶𝑀 = ∑ ∑ {
1,   𝑖𝑓 𝐼(𝑚, 𝑛) = 𝑘,   𝐼(𝑛 + 𝑑𝑥) = 𝑘
0,                                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑘
𝑚=1

𝑘
𝑛=1  (20) 

Where (𝑑𝑥 , 𝑑𝑦) are defined as  
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 𝑑𝑥 = 𝑑. cos(𝜃) , 𝑑𝑥 = 𝑑. sin(𝜃) (21) 

Where 𝜃 and 𝑑 denotes the direction and distance from the central pixel (𝑛𝑐 , 𝑚𝑐) 
respectively that is shown in Figure 2.  

From the cooccurrence matrix  𝐶𝑀 = 𝐶(𝑑𝑥,𝑑𝑦)(𝑘, 𝑘) and for each 𝜃 angle, the corre-

lation, the energy, and the homogeneity are computed using eqns. (22), (23), (24) and 

(25). 

 𝜃𝑓(𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡) = ∑ ∑ (𝑖 − 𝑗)2𝐶𝑀,
𝐿
𝑗=1

𝐿
𝑖=1  (22) 

 𝜃𝑓(𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛) = ∑ ∑ 𝐶𝑀 [
(𝑖−𝜇𝑖)(𝑗−𝜇𝑗)

√(𝜎𝑖
2)(𝜎𝑗

2)
]𝐿

𝑗=1
𝐿
𝑖=1  (23) 

Where 𝜇𝑖 = ∑ ∑ 𝑖𝐶𝑀,   
𝐿
𝑗=1

𝐿
𝑖=1  𝜇𝑗 = ∑ ∑ 𝑗𝐶𝑀,    

𝐿
𝑗=1

𝐿
𝑖=1  𝜎𝑖

2 = ∑ ∑ 𝐶𝑀 
𝐿
𝑗=1

𝐿
𝑖=1 (𝑖 − 𝜇𝑖

2) 

and 𝜎𝑗
2 = ∑ ∑ 𝐶𝑀 

𝐿
𝑗=1

𝐿
𝑖=1 (𝑗 − 𝜇𝑗

2). 

𝜃𝑓(𝑒𝑛𝑒𝑟𝑔𝑦) = ∑ ∑ 𝐶𝑀
2𝐿

𝑗=1
𝐿
𝑖=1   (24) 

 𝜃𝑓(𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦) = ∑ ∑
𝐶𝑀

1+|𝑖−𝑗|

𝐿
𝑗=1

𝐿
𝑖=1  (25) 

 

Fig. 2. The direction and distance relationships of the neighborhood pixels from the central 

pixel (𝑛𝑐 , 𝑚𝑐) 
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3.3 Feature selection 

From the above steps, the obtained texture feature vectors suffered with high dimen-

sionality. Conventionally immense amount of data, irrelevant and redundant features 

make the process complex may adversely worsen the processing accuracy. To remove 

the noisy information and define the most significant features, the feature selection (FS) 

process should be considered. Here Equilibrium optimizer (EO) is employed to select 

the most important features from the obtained FV.  

Equilibrium optimization. The Equilibrium optimizer (EO) is motivated by the 

concept of dynamic source and sink models in measuring equilibrium states [19]. Like 

other metaheuristic algorithms, EO generates an initial population of stochastic solu-

tions to start the optimization process. In EO, an initial population of N particles is 

computed as follows:  

 𝑌𝑖
𝑑 = 𝑌𝑚𝑖𝑛 + 𝑟𝑛𝑑𝑖

𝑑𝑖(𝑌𝑚𝑎𝑥 − 𝑌𝑚𝑖𝑛),    (26) 

Where 𝑖 = 1, 2, 3, … . , 𝑁 and 𝑑𝑖 = 1, 2, 3, . . . . , 𝐷 

Where Y is the position of the particle, N represents the number of particles, D is the 

number of dimensions, and rnd is a random vector between [0, 1]. The 𝑌𝑚𝑎𝑥 and 𝑌𝑚𝑖𝑛 

are the maximum and minimum dimension values. After generating the initial popula-

tion, the particles are evaluated with a specific fitness function, and the equilibrium 

candidates were identified. 

Equilibrium Pool and Candidates. In EO, there is an equilibrium pool to store prom-

ising candidates. Correspondingly, four best-so-far particles and their average are 

stored in the equilibrium pool and will be used for the updating process. These four 

best-so-far candidates can assist the EO to explore the untried areas, which ensures a 

high exploration. On the one hand, the average of these candidates can help to exploit 

the areas near the best solution to realize the global optimum. Following this line of 

thoughts, the equilibrium pool is constructed as follows: 

 𝑌𝑒𝑞,𝑝𝑜𝑜𝑙 = {𝑌𝑒𝑞(1), 𝑌𝑒𝑞(2), 𝑌𝑒𝑞(3), 𝑌𝑒𝑞(4), 𝑌𝑒𝑞(𝑎𝑣𝑔)} (27) 

 𝑌𝑒𝑞(𝑎𝑣𝑔) =
𝑌𝑒𝑞(1)+ 𝑌𝑒𝑞(2)+𝑌𝑒𝑞(3)+𝑌𝑒𝑞(4)+𝑌𝑒𝑞(𝑎𝑣𝑔)

4
  (28) 

Where 𝑌𝑒𝑞,𝑝𝑜𝑜𝑙 is the equilibrium pool, 𝑌𝑒𝑞(1), 𝑌𝑒𝑞(2), 𝑌𝑒𝑞(3), and 𝑌𝑒𝑞(4) are the 4 best 

candidates and 𝑌𝑒𝑞(𝑎𝑣𝑔) is its average. In each iteration, the particles update their posi-

tions with random selection among these five candidates (same probability).  

Exponential Term. The exponential term is an important factor that will help EO to 

retain a proper balance between global and local searches and defined in eqn. (29): 

 𝐹 = 𝑒−𝜆(𝑇−𝑇0) (29) 

where λ is a random vector between [0, 1], T is the time that can be computed as in 

eqn. (30): 

 𝑇 = (1 −
𝐼𝑡𝑒𝑟

𝐼𝑡𝑒𝑟(𝑀𝑎𝑥)
)
(𝛼

𝐼𝑡𝑒𝑟

𝐼𝑡𝑒𝑟(𝑀𝑎𝑥)
)
 (30) 
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where 𝐼𝑡𝑒𝑟 is the current iteration, 𝐼𝑡𝑒𝑟(𝑀𝑎𝑥) is the maximum number of iterations, 

and α is a constant used to control the local search behavior. On the other hand, T0 is a 

parameter used to manage exploration and exploitation as follows: 

 𝑇0 =
1

𝜆
 𝐼𝑛(−𝛽𝑠𝑖𝑔𝑛(𝑟𝑣 − 0.5)[1 − 𝑒−𝜆𝑇]) + 𝑇 (31) 

where rv is a random vector between [0, 1], and β is a constant that is used to control 

the exploration capacity. As given in Equation (30), the larger the value of β, the better 

the exploration capability. According to [19], α and β are equal to 1 and 2 respectively. 

By substituting the eqn. (30) into eqn. (28), the final version of the exponential term 

can be redefined as below: 

 𝐹 = (𝛽𝑠𝑖𝑔𝑛(𝑟𝑣 − 0.5)[𝑒−𝜆𝑇 − 1]) (32) 

Generation Rate. Another important factor in EO is the generation rate (GR), which 

helps to explore the search domain. In EO, the GR is formulated as follows: 

 𝐺 = 𝐺0 𝑒
−𝜆(𝑇−𝑇0) = 𝐺0𝐹 (33) 

 Where  𝐺0 = 𝐺𝐶𝑃(𝑌𝑒𝑞 − 𝜆𝑌) (34) 

 𝐺𝐶𝑃 = {
0.5𝑟𝑣1,    𝑟𝑣2  ≥ 𝐺𝑃
0,           𝑟𝑣2  < 𝐺𝑃

 (35) 

Where 𝑟𝑣1 and 𝑟𝑣2 are two random vectors between [0, 1], respectively. The GCP 

is the generation rate control parameter, and it is computed using eqn. (35). Eventually, 

the updating rule of EO is defined as: 

 𝑌 = 𝑌𝑒𝑞 + (𝑌 − 𝑌𝑒𝑞)𝐹 +
𝐺

𝜆𝑉
 (1 − 𝐹) (36) 

where F is the exponential term, G is the generate rate, 𝑌𝑒𝑞 is a random candidate 

from equilibrium pool, and V is a constant unit with a value equal to 1 [19]. 

Memory Saving. In EO, a mechanism resembles the pbest concept in particle swarm 

optimization is implemented. If the fitness value attained by the particle in the current 

iteration is better than the previous iteration, then the particle with better fitness will be 

saved and stored in pbest.  

3.4 Similarity measurement and indexing 

In CBMIR, the query image has to match with the database images. Finally, similar-

ity is determined between the query and the database images based on the distance 

between their feature vectors. The distance is measured using eqn. (37) and eqn. (38) 

as in [28] and [7] respectively. 

 𝑑1(𝑎, 𝑏) = ∑ |𝑎𝑖 − 𝑏𝑖|
𝑛
𝑖=1  (37) 

 𝑑2(𝑎, 𝑏) = ∑
(𝑎𝑖−𝑏𝑖)

1+(𝑎𝑖+𝑏𝑖)

𝑛
𝑖=1  (38) 
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The average of the distances 𝑑1  𝑎𝑛𝑑 𝑑2 is represented in eqn. (39). 

 𝑑𝑎𝑣𝑔 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 (𝑑1, 𝑑2) (39) 

Based on the distance between the images, they are sorted in descending order. The 

topmost minimum distance images are considered as retrieval outcome. 

4 Experimental results discussions 

The experimental outcomes are discussed in this section to assess the proposed ap-

proach's performance in various aspects. The performance of the proposed approach is 

evaluated by make use of precision (P) and recall (R) and are calculated as in eqns. (40) 

and (41). 

 𝑃 =
𝑁𝑜.  𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑁𝑜.𝑜𝑓 𝑖𝑚𝑎𝑔𝑒𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑
 (40) 

 𝑅 =
𝑁𝑜.  𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑁𝑜.𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒
 (41) 

The eqns. (40) and (41) are calculated for each database image that is used as a query 

and compared with all database images. The average precision rate (APR), and average 

recall rate (ARR) are the mean average of the eqns. (40) and (41) respectively. The 

𝐹𝑣𝑎𝑙𝑢𝑒 is computed based on the APR and ARR values as in eqn. (42). 

 𝐹𝑣𝑎𝑙𝑢𝑒 =
2×𝐴𝑅𝑃×𝐴𝑅𝑅

𝐴𝑅𝑃+𝐴𝑅𝑅
 (42) 

Three experiments are carried out on publicly accessible medical databases. The de-

tails of databases are briefly explained in Table 1. The detailed explanation about data-

bases and experimental setups can be seen in [12, 36 and 37] and used here are identical. 

Table 1.  Illustration of image databases 

Database name Modality Total No. of images No. of groups No. of images in each group 

EXACT-09 [29] CT 675 19 20–55 

TCIA [30] CT 604 8 41–140 

OASIS [31] MRI 421 4 89-124 

4.1 Experimental results comparisons 

The results are compared with the existing feature descriptors such as LBP [4], LTP 

[32], LDP [33], LTrP [7], LTCoP [8], LMeP [34], SS-3D-LTP [35], LWP [12], Histo-

gram of Compressed Scattering Coefficients (HCSC) [36], Directional binary wavelet 

pattern (DBWP) [6], Directional local ternary quantized extrema Pattern (DLTe-rQEP) 

[38], Local neighboring binary pattern (LNBP) [39], Fast discrete curvelet transform 

(FDCT) [40] and Local directional frequency encoded pattern (LDFEP) [37]. The per-

formance comparisons of the proposed approach with existing descriptors on the 
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EXACT09, TCIA CT and OASIS-MRI databases are presented in Table 2 and Table 3 

respectively. 

Over the EXACT09 dataset, the proposed approach attained ARR, APR, and Fvalue 

are 0.2808, 0.9253 and 0.4308 respectively. Among the all descriptors in the Table 2, 

LWP, HCSC and LDFEP are comparable because performed better than other de-

scriptors. The proposed approach is improved by 11.48%, 1.12% and 3.97% in terms 

of APR compared with the LWP, HCSC and LDFEP respectively. One of the retrieval 

results (with 100% precision) for the input query is shown in Figure 3 (a). 

 

(a)     (b) 

Fig. 3. Query Image and Top 10 retrieved images Retrieval result of (a) EXACT09 (b) TCIA 

CT  

Table 2.  Comparisons of different descriptors and proposed approach performances over 

EXACT09 and TCIA CT databases 

Database Name EXACT09 TCIA CT 

Methods APR ARR Fvalue APR ARR Fvalue 

LBP [4] 0.6503 0.1951 0.3002 0.6691 0.0974 0.1700 

LDP [33] 0.5440 0.1619 0.2495 0.6906 0.1005 0.1755 

LTrP [7] 0.5782 0.1729 0.2662 0.7183 0.1033 0.1806 

LTP [32] 0.6209 0.1854 0.2855 0.7469 0.1095 0.1910 

LTCoP [8] 0.7348 0.2216 0.3405 0.7440 0.1092 0.1904 

LMeP [34] 0.6323 0.1891 0.2911 0.7371 0.1077 0.1879 

SS_3D_LTP [35] 0.6700 0.2009 0.3091 0.8054 0.1171 0.2045 

LWP [12] 0.8300 0.2487 0.3827 0.8840 0.1309 0.2280 

HCSC [36] 0.915 0.2883 0.4384 0.9512 0.1452 0.2520 

LDFEP [37] 0.8899 0.1916 0.3153 - - - 

Proposed Method 0.9253 0.2808 0.4308 0.9745 0.1453 0.2529 

 
Over the TCIA CT image data set LWP and HCSC are the best comparable de-

scriptors in the Table 2.  The proposed method obtained APR, ARR and Fvalue as 0.9745, 

0.1453 and 0.2529 respectively. The proposed method is improved by {10.23%, 11% 

and 10.92%}, {2.45%, 0.068% and 0.357%} in terms of {APR, ARR and Fvalue} in 

contrast to LWP and HCSC methods respectively. One of the retrieval results (query 

and retrieved top 10 images i.e., 100% precision) is shown in Figure 3 (b).  

The performances of different methods in terms of APR, ARR, and Fvalue over the 

OASIS-MRI database (at No. of best matches = 10) is illustrated in Table 3. One of 

the retrieval results is shown in Figure 4. 
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Fig. 4. Retrieval result of OASIS MRI database: Query image and Top 10 retrieved images 

The performance comparison of the proposed method in terms of APR, ARR and 

Fvalue over the OASIS MRI database and presented in the Table 3. The proposed method 

attained 92.16%, 8.75% and 15.98% in terms of APR, ARR and Fvalue and improved by 

5.48%, 24.11% and 22.64 in contrast to LDFEP respectively.  

Table 3.  Comparison of different descriptors and proposed approach performances over 

OASIS MRI database 

OASIS MRI 

Methods 
LBP 

[4] 

DBWP 

[6] 

LMeP 

[34] 

DLTe-rQEP 

[38] 

LNBP 

[39] 

FDCT 

[40] 

LDFEP 

[37] 

Proposed 

Method 

APR 42.63 47.05 44.96 45.10 51.63 51.55 87.37 92.16 

ARR 2.21 3.89 2.74 2.82 5.57 4.76 7.04 8.75 

Fvalue 4.202 7.185 5.165 5.308 10.055 8.715 13.030 15.98 

 

The comparison of proposed method performance in terms of APR (%) in contrast 

with existing descriptors over EXACT09, TCIA CT, and OASIS MRI databases with 

varying top matches are shown in Figure 5 (a-c). The proposed method outperformed 

in each database compared to existing descriptors. From the experimental results it is 

evidenced that the proposed technique is performed superior than the existing methods 

over three databases. 

iJOE ‒ Vol. 17, No. 11, 2021 169



Paper—A New Optimized Hybrid Local Lifting Wavelet Co-occurrence Texture Pattern for Content… 

 

(a) 

 

(b) 
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(c) 

Fig. 5. The comparison of retrieval performance in terms of APR (%) Vs No. of top matches 

over (a) EXACT09 (b) TCIA CT and (c) OASIS MRI databases  

5 Conclusions 

In this paper a new approach, an equilibrium optimized hybrid local lifting wavelet 

co-occurrence texture pattern for CBMIR is proposed. The lifting wavelet decomposi-

tion is performed on histograms of local tetra and gradient directional patterns. Then 

GLCM is computed for co-occurrence of the neighbouring pixels with the central pix-

els. Then an Equilibrium optimization technique is carried out to condense the FV di-

mension and to select the most important features of an image. Finally, the distance is 

calculated between the optimised query and the database image FV. All the images are 

arranged in descending order based on their distances. The top most minimum distance 

images are considered as retrieval outcome. To test the retrieval performance of the 

proposed method, 3 tests are carried out on two CT and one MRI databases namely, 

EXACT09, TCIA and OASIS respectively. The proposed method’s performance is 

evaluated in terms of APR, ARR and Fvalue and compared with the existing descriptors. 

The experimental results proved that the proposed method is performed better in each 

database and it can be used to diagnose CT and MRI medical images effectively.  
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