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Abstract—There are various significant issues in cloud 
computing, such as service provision, service matching and 
service assessment, which have attracted researchers’ 
attentions recently. QoS play an increasingly important role 
during the procedure of cloud-based service provision for 
seamless and dynamic integration of cloud-service 
components. In this paper, we focus on the QoS-satisfied 
prediction for cloud-service composited components and 
present a QoS-satisfied prediction model based on hidden 
Markov model. For a general process of cloud-service 
provision, if the user’s QoS could not be satisfied only by 
one cloud-service component, the component composition 
should be considered to provide to user, where the QoS-
satisfied capability of composited components need to be 
proactively predicted to guarantee the user’s QoS. We 
discuss the proposed model in detail and proof the model 
partly. The simulation results show that our model can 
obtain rather high prediction accuracy rate. 

Index Terms—Cloud-service, Composition, Hidden Markov 
Model, QoS-satisfied 

I. INTRODUCTION 
Cloud computing is a way of referring to the use of 

shared computing resources, and it is an alternative to 
having local servers handle applications. Cloud computing 
groups together large numbers of computing servers and 
other resources and typically offers their combined 
capacity on an on-demand, pay-per-cycle basis. The end 
users of a cloud computing network usually have no idea 
where the servers are physically located—they just spin 
up their application and start working [1-3]. 

Generally, the service resources of cloud computing 
include: hardware resources (e.g. CPU, storage and 
network) and software resources (e.g. web server, 
databases, message queuing systems and monitoring 
systems). Cloud service types can be abstracted into three 
layers: software as a service (SaaS), platform as a service 
(PaaS) and infrastructure as a service (IaaS) [4]. Hardware 
and software resources form the basis for delivering IaaS 
and PaaS. The top layer focuses on application services 
(SaaS) by making use of services provided by the lower 
layers. PaaS/SaaS services are often developed and 
provided by third party service providers who are different 
from the IaaS providers. 

Therefore, the match between cloud-service 
components and users’ QoS is very important since user 
experience is the base to promote the development of 
cloud computing. For a user’s request, provider should 

select the proper cloud-service component(s) to serve the 
user. If there is not a cloud-service component which 
satisfy the user’s QoS perfectly. Composition of multiple 
cloud-service components should be considered as well as 
the QoS-satisfied prediction of composited cloud-service 
components. 

Wang et al. [5] propose a composited method to select 
cloud-based web services from amount of candidates for 
composing single service into a more powerful composite 
service based on Skyline operator and Particle Swarm 
Optimization. Javadi et al. [6] investigate cloud 
computing resource provision to extend the computing 
capacity of local clusters in the presence of failures and 
three steps in the resource provision including resource 
brokering, dispatch sequences and scheduling are 
considered. Benouaret et al. [7] present an approach to 
automatically compose Data Web services while taking 
into account user preferences based on fuzzy sets and top-
k optimization. Liu et al. [8] introduce a scheme to 
address the particularities of manufacturing resource 
service composition and optimization. Zhang et al. [4] 
present investigating on an intelligent decision support 
system for selecting cloud-based infrastructure services to 
select the best mix of service offering from an abundance 
of possibilities. Although those papers discuss the 
composition of cloud-service components, the QoS-
satisfied prediction is not considered. 

Huang et al. [10] introduce a method to address the 
problem on how to compose a sequence of service 
components for QoS guaranteed service provisioning in a 
virtualization-based Cloud computing environment. Paper 
[11] designs a sub-optimal resource allocation system in a 
cloud computing environment and a corresponding 
prediction mechanism is realized by using support vector 
regressions to estimate the number of resource utilization. 
Di et al. [12] propose a fully distributed, VM-multiplexing 
resource allocation scheme to manage decentralized 
resources. Jiang et al. [13] propose a new method for 
cloud capacity planning with the goal of fully utilizing the 
physical resources as well as an integrated system with 
intelligent cloud capacity prediction. Besides, Markov 
model (MM), especially hidden Markov model (HMM), 
has been shown to be a good technique for solving the 
prediction problem. Zhang et al. [14] present an adaptive 
HMM to identify the underlying pathloss. Choi et al. [15] 
present sparsely correlated HMM to assess multiple 
genomic datasets. Botev et al. [16] present a versatile 
Monte Carlo method for estimating multi-dimensional 
integrals, with applications to rare-event probability 
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estimation. Xie et al. [17] present a new structural discrete 
approach named nested hidden semi-Markov model which 
includes a nested latent semi-Markov chain and one 
observable discrete stochastic process to prediction 
network traffic. However, further researches for QoS-
satisfied capability should be considered.  

This paper focuses on the QoS-satisfied prediction for 
cloud-service composited components based on HMM 
and our previous work [18-20]. The rest of this paper is 
organized as follows: in section II, the basic model used in 
later discussion is presented; in section III, we propose 
QoS-satisfied prediction model and explicate it in detail; 
in section IV, the simulation and analysis are discussed; 
finally, we conclude this paper in section V. 

II. BASIC MODEL 
MM is a statistical model with extensive application. 

Many other Markov models are derived fundamentally 
from MM, e.g. HMM and semi-Markov model, where 
HMM are extensively used for performance modeling and 
performance prediction analysis. HMM could predict the 
future state of target system based on its current state. In 
reality, since the relationship between observed time and 
observed state is not one to one, it relates to a group of 
probability distribution with two stochastic processes, 
which is called HMM. 

In HMM, the states are not observable, but when we 
visit a state, an observation is recorded that is a 
probabilistic function of the state. We assume a discrete 
observation in each state from the set  

{ }
1 2
, , ,

M
v v v! : ( ) ( )Prb m O v q St m t jj = =!  

where ( )b mj  
is the observation or emission probability. 

We again assume a homogeneous model in which the 
probabilities do not depend on t . The values thus 
observed constitute the observation sequence O . The state 
sequence Q

 
is not observed, that is what makes the model 

“hidden”, but it should be inferred from the observation 
sequence O . An example of observable model for HMM 
is shown in Fig. 1, where M N=

 
and ( )b mj  

is 1 if j m=
 

and 0 otherwise. To summarize and formalize, HMM has 
the following elements: 

1) N : Number of state in the model 

{ }, ,1 2S S S SN= !  
2) M : Number of distinct observation symbols in the 

alphabet 
{ }, , ,1 2V v v vM= !  

3) State transition probabilities: 

A aij! "=# $ , where ( )Pr 1a q S q Sij t j t i= = =+  
4) Observation probabilities:  

( )B b mj! "=# $ , where ( ) ( )Prb m O v q Sj t m t j= = =  

5) Initial state probabilities:  
[ ]i!"= , where ( )Pr 1q Si i! = =  

N  and M  are implicitly defined in the other 
parameters so ( ), ,A B!= "  is taken as the parameter set of 
an HMM. Given ! , the model can be used to generate an 
arbitrary number of observation sequences of arbitrary 
length, but as usual, we are interested in the other 

direction, that of estimating the parameters of the model 
given a training set of sequences. 
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Figure 1 An example of observable model for HMM 

III. PROPOSED QOS-SATISFIED PREDICTION MODEL 
FOR CLOUD-SERVICE COMPOSITION

In this section, we propose the prediction model for 
cloud-service composition based on HMM. We present an 
overview of cloud-service composition firstly, and then 
detail the prediction model. 

A. Overview of Cloud-service Composition and Matching 
The key roles in a cloud environment include the 

service user and the service provider. The cloud service 
user needs anytime anywhere QoS-satisfied and low-cost 
services that are flexible and easy to use. The important 
hurdles to adoption of cloud-service for users lie in: 
security, availability and reliability. Therefore, we should 
assess the QoS-satisfied capability for each provision 
service which is generated according to the matching 
between cloud-service component and users’ QoS. 
Sometimes, if only one cloud-service component may not 
satisfy the users’ QoS, multiple cloud-service components 
should be composited to provide more complicated 
service. The general flow of cloud-service and cloud-
service components matching model are shown in Fig. 2 
and Fig. 3, respectively. 

Request (With QoS)

Searching for QoS-satisfied 
cloud-service component

Provision service

QoS prediction

Composite the top-k 
components obtained 

by searching

Effect feedbackY

N
Existing a component 

satisfy the QoS

 
Figure 2 General flow of cloud-service provision
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Figure 3 Cloud-service components matching model 
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B. QoS-satisfied Prediction Model 
We propose a QoS-satisfied prediction based on HMM 

to predict whether the composited cloud-service 
components can satisfy the user’s QoS. Based on the basic 
HMM model, we assume that 1) the QoS capability of 
cloud-service components is a state set { }1 2, , , Mv v v! : 

( ) ( )Pr
j t m t j
b m O v q S= =! , where ( )b mj  is the 

observation probability obtaining ( )1,2, ,v m Mm = !  when 

composition state is S j , O  is a sequence of obtained mv . 

In order to reduce the complexity of calculating ( )Pr O ! , 
we define forward variable  as  

( ) ( )1 2Pr , , , ,t t t ii O O O q S! "=! " , 1 i N! !  
Its recursion is shown in Fig. 4(a) and as follow. 
1) Initialization: 

( ) ( )

( ) ( )

( )

1 1 1

1 1 1

1

Pr ,

Pr , Pr

i

i i

i i

i O q S

O q S q S

b O

! "

" "

#

=

= = =

=

!

 

2) Recursion: 

( ) ( )

( ) ( )

1 1 1 1

1
1

Pr , ,t t t j

N

t ij j t
i

j O O q S

i a b O

! "

!

+ + +
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3) End: 

( ) ( ) ( )
1 1

Pr Pr ,
N N

T i T

i i

O O q S i! ! "
= =

= = =# #  

Similarly, we define backward variable as 

( ) ( )1Pr , , ,t t T t ii O O q S! "
+

=! "  
And its recursion is shown in Fig. 4(b) and as follows 

1) Initialization: 
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3) End: 

( ) ( )
1

1

Pr
N

i

O i! "
=
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From forward variable and backward variable, we have 

( ) ( ) ( ) ( )
1 1

1 1

Pr ,   

1 1

N N

t ij j t t

i j

O i a b O j

t T

! " #
+ +
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$ $ %
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Thus, we obtain ( )arg max Pr O
!

! !
"
= , which is a 

functional extremum problem. Since the length of training 
sequence is limited, there is no the optimal method to 
estimate ! . Therefore, recursion is used to achieve the 
maximum value of  ( )Pr O !

 
in locality and obtain model 

parameter ( ), ,A B!= " . 

We define ( ),i jt!  
as the probability of being in iS  at 

time t  and in jS  at time 1t + , given the whole 
observation sequence  O  and model parameter !   

( ) ( )
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Proof: 
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thus, the probability of being in iS  at time t  is shown as 

( ) ( ) ( )
1

Pr , ,
N

t t i t
j

i O q S i j! " #
=

= = =$  

where, ( )1

1
,T

tt
i j!

"

=#  
denotes the mathematical 

expectation of transfer number form state iS . Therefore, 

the probability of transiting from iS  to jS  
is shown as  

( ) ( )1 1

1 1
ˆ , /ij

T T
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a i j i! "
# #

= =
=$ $  

In state jS ,  the probability of observing mv  
is shown 

as 
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Figure 4 Forward-backward procedure.  (a) computation of ( )t j! ; (b) 

computation of ( )t j! .  

Thus, we obtain a new model ( )ˆ ˆ ˆ ˆ, ,A B! = " , where 

[ ]ˆ ˆ
ijA a= , ( )[ ]ˆ

jB b m= , [ ]ˆ ˆ
i!" = , ( )1

ˆ
i i! "= . We can 

proof ( ) ( )ˆPr PrO O! !" . The training process is repeated 
and the model parameter is adjusted gradually until 
( )ˆPr O !  gets convergence. Finally, we gain the 

prediction model !̂ , which is used to assess QoS-satisfied 
capability for composited cloud-service components. 

IV. SIMULATION EXPERIMENT AND ANALYSIS 
In order to validate the feasibility of proposed QoS-

satisfied Prediction Model, we construct a simulation 
experiment system based on cloud computing experiment 
platform in our university. The simulation system includes 
more than 100 cloud-service components, adapting 
components, servers, etc., where the open source 
Eucalyptus is adopted.  

We composite three cloud storage services whose QoS 
are different using our simulation system to verify the 
prediction model. Firstly, we train the prediction model by 
adjusting the model parameter gradually, where machine 
learning algorithm of Support Vector Machine (SVM) is 
adopted. In SVM, the penalty factor c , kernel function 
parameter g  and boundary range p  are set to 1024, 
1024 and 0.0097, respectively. After obtaining the model 
parameter ! , we achieve the prediction model !̂ . Then, 
we predict the three cloud storage services A, B and C 
using the prediction model and acquire their simulation 
results, where simulation experiment is run 10 times to 
calculate their average values. The QoS-satisfied 
capability of both prediction value and observation value 
of three cloud storage services are shown in Fig. 5 and Fig. 
6, respectively, and the comparison of service B is shown 
in Table I, where we select observation time from 74 to 
acquire a stable observed effect.  

We can note that the error is rather small (less than 
0.01%), since there is a stable network environment and 
without other factors’ effects in simulation system. If it is 
in reality, the error will increase a little. However, it can 
satisfy the user’s QoS in most cases.

Figure 5 Prediction value 

 
Figure 6 Observation value 

A 

A 

B 

C 

C 

B 
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TABLE I.   
PREDICTION RESULTS COMPARISON 

time actual value observation value error (%) 
74 19.4 19.3995 0.003 
76 18.7 18.7011 0.006 
78 20 19.9994 0.003 
80 19 19.001 0.005 
82 20 19.9993 0.004 
84 19.2 19.2008 0.004 
86 19.9 19.8991 0.005 
88 18.5 18.5011 0.006 
90 19.5 19.4991 0.005 
92 19.4 19.3986 0.007 
94 20 19.999 0.005 
96 19.5 19.4993 0.004 
98 20 19.9991 0.005 

100 19.3 19.2987 0.007 

V. CONCLUSIONS 
Cloud computing is a way of referring to the use of 

shared computing resources, and it is an alternative to 
having local servers handle applications. Therefore, the 
match between cloud-service components and users’ QoS 
is very important since user experience is the base to 
promote the development of cloud computing. If there is 
not a cloud-service component which satisfy the user’s 
QoS perfectly. Composition of multiple cloud-service 
components should be considered as well as the QoS-
satisfied prediction of composited cloud-service 
components. This paper present a QoS-satisfied prediction 
model based on HMM to assess the QoS-satisfied 
capability for composited components. We discuss the 
proposed model in detail and proof the model partly. The 
simulation results show that our model can obtain rather 
high accuracy rate in prediction. In future work, we will 
introduce the heterogeneous cloud-service into the system 
as well as advancing the prediction precision to make it fit 
with reality well. 
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