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Abstract — Virtual reality (VR) systems have the potential
for alleviating the existing constraints on various natural
and social resources. Currently, real-time applications of
VR systems are hampered by the tediousness of creating
virtual environments. Furthermore, today’s VR systems
only stimulate the human senses of vision, hearing — and to
some extent touch — which prevents the system users from
feeling fully immersed in the virtual environment. By
integrating real physical devices with virtual environments,
the user interactions with such systems can be improved and
advanced technologies such as the MS Kinect system could
be used to augment the environments themselves. While
existing development platforms for VR systems are
expensive, game engines provide a more efficient method for
integrating VR with physical devices.

In this paper, an efficient approach for integrating virtual
environments and physical devices is presented. This
approach employs modifications of games that are based on
commercially available game engines for implementing the
virtual environments in conjunction with the application of
Dynamic Link Libraries (DLLs) for realizing versatile
communications between these virtual environments and
various application platforms, which in turn can interact
with the physical devices outside of the virtual
environments. This paper is divided into four sections. In
the first section, the motivation for the developments
described here is discussed, followed by a description of the
method used to integrate virtual environments with physical
devices in the second section. In the third section, an
interactive and collaborative laboratory environment based
on a multi-player computer game engine that is linked to
physical experimental setups is presented as an example of a
VR system. In the final section, some additional promising
applications of the developed platform and the
corresponding challenges are briefly introduced.

Index Terms — DLL, game, virtual laboratory, virtual
reality.

I. INTRODUCTION

A. Virtual Reality Systems

VR systems are representations of actual physical
systems with the potential for alleviating the existing
constraints on various natural and social resources. By
creating and interacting with virtual systems instead of
physical ones, it is no longer necessary to consume scarce
natural resources to create multiple copies of physical
devices. In addition, virtual representations of physical
systems can be shared remotely by multiple users and are
inherently safer and less failure prone than their physical
equivalents. Also, VR systems can be used to implement
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training environments that do not involve human trainers,
do not require co-location of the participants and allow
dangerous situations and hazardous environments to be
simulated safely (e.g. military training, disaster relief
training, firefighter training, etc.). Moreover, recent
technological developments have made VR systems
accessible from mobile devices, thus enhancing their
flexibility.

Although there is no universally accepted definition for
it, VR is often considered to be simulations of real or
artificial environments based on 2D/3D graphics. The
most distinct characteristics of VR implementations are
that they are designed to provide the users with a sense of
immersion into the environment and facilitate (possibly
remote) interactions between multiple users as well as
between the users and objects within the environment. At
present, most VR implementations focus on the generation
of vision and sound perceptions, which are two of the five
human senses [1,2,3]. There are four basic types of VR
[1,4]:

*  Desktop VR [1], which is often used in CAD/CAM
[5] and education [6].

e Immersive VR, which often uses head-mounted
displays, fiber-optic-wired gloves, position-tracking
devices or other devices to immerse the users in the
virtual world [1].

* Distributed VR, which is built on several computers
instead of one, whereby the users can interact with
each other through a network in real time [1,7].

*  Augmented VR [1,8,9], which is a form of enhanced
immersive VR that can mix real and virtual features
to improve the users’ feeling of presence.

B. Motivation for Integrating VR and Physical Devices

Obviously, the more vivid VR is, the more meaningful
it becomes. However, even though in most instances VR
is designed to simulate the real world in a realistic fashion,
it still has some shortcomings to be overcome. First, while
VR eliminates the physical distances between the users
and/or objects in the virtual environment [1], the users’
real identities are lost, thus decreasing the credibility of
the users and the VR itself. Furthermore, VR is capable of
coordinating the users’ interactions both spatially and
temporally [1] but fails to induce the feeling of presence.
Note that the essence of the above shortcomings of VR
follows from the word ‘virtual’. Despite the fact that one
of the main objectives of VR is to mimic the real world as
realistically as possible [10], it is impossible — at least
today — to make the users feel totally immersed in VR
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without actual physical devices. Therefore, the integration
of real devices into virtual environments is desirable.

II. GAME-BASED VIRTUAL REALITY AND INTEGRATION
WITH PHYSICAL WORLD

A. Game-based VR

Different types of VR have different characteristics and
applications. One approach for implementing VR is based
on multi-player computer game engines, which provide
the developers with various basic functions such as
graphics rendering, sound generation, physics modeling,
game logics, artificial intelligence, user interactions and
networking [11,12]. The resulting VR implementations
can be immersive, distributed and collaborative [13].
Some sample implementations include virtual laboratory
systems [14], virtual rehabilitation systems [15,16],
training systems [17,18,19, 20] and entertainment [21,
22]. Computer games are classified into first person, third-
person or a combination of these two types [23].
Moreover, they enable the users to create their own
avatars and can be used as a platform for realizing
interactions between virtual environments and real
physical systems, thus fostering the users’ sense of
immersion.

B. Status of Current Integration Methods

Overview

Recently, attempts of integrating physical devices into
virtual environments have begun to be reported. Among
those, there are four examples for the integration of real
experimental devices into virtual laboratory environments.
As part of the iLab Project [24] by MIT, simulations and
remote experiments from the iLab infrastructure [25] were
integrated into a virtual environment that was
implemented using Project Wonderland [26]. The virtual
laboratory environment SecondLab [27] was developed
based on Second Life [28] by the University of Deusto
und subsequently used as a platform for controlling
remote experiments over the WebLab-Deusto architecture
[29]. 3D AutoSysLab developed by the Universidade
Federal de Santa Maria based on Open Simulator [30]
interfaces with real and simulated experiments [31]. A
general approach for communicating between virtual
environments and physical devices was developed by
Stevens Institute of Technology (SIT) and a virtual
laboratory environment was implemented as a pilot
system with access to a remote experiment [32] using
Garry’s Mod (GMod) [33] and the Source game
engine[34].

Below, these systems are evaluated to determine their
suitability in different usage scenarios based on a series of
performance criteria. The criteria include licensing,
platform dependence, communication latency, scalability,
reliability and user friendliness.

Licensing

It is desirable for the software implementations of game
engines and the associated tools (software development
kits, application programming interfaces, etc.) to be open
source, free and standardized, which tends to lead to an
active developer community.

All the above-mentioned game engines and associated
tools are either open source and completely free or involve
only a modest licensing fee. Amongst developers, Source
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is one of the most popular game engines, while the
currently extensive base of Second Life is shrinking. In
contrast, the fact that Open Wonderland and Open
Simulator are developed by comparatively small
communities leads to fairly slow upgrading and debugging
cycles.

Platform Dependence

When linking physical devices to virtual environments,
the communication techniques used should be general and
compatible with other platforms for virtual environments
and employ interoperable communication interfaces. The
Linden Scripting Language [35] used in Second Life is not
compatible with popular programming languages such as
Java, C++, Visual Basic, etc. and also offers very limited
support of data types and insufficient capabilities for
managing complex data structures [27]. Glue code was
used in SecondLab to interface the various software
components, which renders this approach platform
specific. In iLab and AutoSysLab, on the other hand, the
approach for integrating physical devices into the virtual
environment is compatible with other platforms by
developing some middleware. However, the Dynamic
Link Library (DLL) method presented here is not specific
to one kind of game platform, which allows its adaptation
to other platforms with minor modifications.

Communication Latency

The methods used for data transmission between virtual
environments and physical devices should be optimized,
i.e. the communication should be as fast as possible in
order to achieve a better user experience. The latency in
the data transmission is determined by the processors, the
network and the communication protocols. However,
actual data for the latency of the above-mentioned
platforms have not been published yet.

Scalability

Scalability refers to the number of users that a system
can service at any given time. In this respect, iLab,
WebLab-Deusto and the prototype system at SIT were all
developed with a scheduling function to accommodate
multiple users and multiple experiments.

Reliability

Both the hardware/software components as well as the
communication between the virtual environment and the
physical devices should be reliable. Possible problems
include software crashes, hardware component failures,
communication package losses and excessive latency,
among others. In order to eliminate the effects of these
problems, it would be desirable to equip the system with
redundancy or at least with an error alerting mechanism.
There have been no reports of the assessment of the
reliability of the above-mentioned VR systems yet, but
some conclusions may be drawn by considering the
limitations of the technology used to build these
platforms. Second Life employs XML-RPC [36], which is
not suitable for implementing complex services [29].
While Open Simulator is becoming more stable as it
approaches release 1.0, it is still considered alpha software
[30], which is lacking comprehensive system monitoring
functions.

Animation Accuracy

In VR systems with integrated physical devices, the
accuracy of animations of the physical behavior depends
mainly on the graphics resolution and the display refresh
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rate [37]. Animations developed using the Source game
engine and Second Life are smooth and accurate. Also,
both these systems contain sophisticated physics engines
which allow for development of simulations of the
physical behavior. Since SecondLab uses only Second
Life as interface for manipulating physical devices, the
users are merely presented with a video stream that is
projected into the game environment. The animation
quality in both Open Wonderland and Open Simulator is
comparatively low, i.e. the resolution of the models is
fairly low and motions may appear somewhat jerky
[38,39].

Data Type Compatibility

It is desirable for the various game platforms to
accommodate many data types, including alpha-numerical
strings, formatted texts, images, audio and video streams,
etc. Second Life and GMod are compatible with all the
data types listed above, albeit some may require slight
adaptations. Open Wonderland itself does not provide too
many functions for data handling, but due to its open-
source nature, various auxiliary modules created by the
developer community are available [26]. The audio
support in Open Simulator is currently primitive and
works only partially. Similarly, Open Simulator currently
does not accommodate video streaming [30].

User Friendliness

Minimal user skills should be necessary to navigate in
and interact with virtual environments. Open Wonderland
and Open Simulator lack support for many of the features
that are common in other game platforms, which renders
these systems less straightforward and self-explanatory to
users who are familiar with other game platforms.
Furthermore, the instant messaging in Open Simulator
requires third party plug-ins and the players’ names
cannot be displayed, which makes it difficult for users to
collaborate [30]. In SecondLab, a long specified procedure
must be followed in order to achieve even simple
functions.

E. Objectives of this Paper

VR systems had been the subject of active research in
the mid of 1990s, but subsequently further developments
in that area slowed down considerably. In addition to the
limitation of current VR systems due to their purely
virtual nature, this slowdown was attributable mainly to
the following three reasons: VR systems were too
expensive, head-mounted displays caused discomfort to
the users, and the limitation to only two (or three) of the
five human senses hampered the sense of realism
experience by the users. In order for VR systems to reach
their full potential as envisioned a couple of decades ago,
these shortcomings have to be overcome.

This paper will present VR systems implemented using
computer game engines, wherein the virtual environments
are linked to real physical devices with a general method.
This approach reduces the previously prohibitively high
VR system cost significantly and at the same time replaces
the problematic head-mounted displays by regular
computer displays. In addition, the integration of physical
devices into virtual environments has the potential for
improving the users’ feeling of immersion in the
environments.

iJOE — Volume 9, Issue 5, September 2013

The remainder of this paper is divided into three
sections:

*  Methods for integrating virtual environments with
real physical devices

* A virtual laboratory environment implemented using
the Source game engine \ with real physical devices

* Potential future applications of game-based VR
systems

III. INTEGRATION OF VR SYSTEMS WITH PHYSICAL
DEVICES

A.  Methods for Integration of VR Systems with Physical
Devices

Prior Integration Platforms for VR

The concept of combining virtual environments with
real physical devices is not new since augmented reality is
just such kind of a VR system. Some of the first
applications of this concept had been introduced for robots
more than 20 years ago [40,41], and the interaction
between real and virtual robots could be considered as the
antecedents of modern augmented reality systems. These
implementations were custom designed, device specific
and used a specialized 2D display to visualize the robots.
Later, 3D graphics technology was employed to develop
more advanced virtual environments. Then, augmented
virtual reality systems based on 3D graphics technology
was widely used in medical, manufacturing and repair,
annotation and visualization, robot path planning,
entertainment and military aircraft applications [8]. The
main characteristics of augmented reality platforms have
been described as a combination of real and virtual
objects, interactivity in real time and registration in 3D
[8]. For instance, MS OneNote was used as a platform for
integrating real (i.e. paper) and virtual (i.e. electronic)
documents [42], but that system lacked a user-friendly
interface. After recent advancements, augmented reality is
now also used in training systems. For example, a VR
system for batting practice was developed using OpenSim
as the development platform [43], but this platforms limits
the system to a small number of users.

VR Systems Based on Computer Game Engines

The purpose of computer game engines is to provide a
suite of development tools for games that make the
common components of the computer games reusable and
adaptable [11,12]. When computer game engines are
employed to implement VR systems that are linked to real
physical devices, the exploitation of the middleware that is
part of the game engine allows for efficient and fast
development (see for instance [44]). Conventionally, the
submodules of a game engine responsible for rendering,
physics simulation, environment modeling, texturing and
networking are denoted as middleware. Alternatively, the
entire game engine could be considered a middleware
[45]. In order to link game-based virtual environments
with real physical devices, the game engine’s software
development kit (SDK) and application programming
interface (API) must be compatible with other software
applications and hardware platforms, such as CAD/CAM
packages, LabVIEW, MATLAB, hardware peripherals or
other physical devices (see Figure 1).
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Figure 2. Methods of communication between game-based VR systems and physical devices

C. Integration Using Dynamic Link Libraries

When linking virtual environments implemented using
computer game engines, the communication between the
game engine and the other platforms for controlling the
real physical devices can be realized either by
standardized or  platform-specific =~ communication
protocols  or  alternatively by  mixed-language
programming combined with shared memory. The use of
standardized communication protocols is preferred when
they are supported by all the different platforms to be
linked [46]. In some instances, the platforms to be linked
may not all support a common standardized
communication protocol [47], which then necessitates the
development of a customized, platform-specific
communication protocol. The latter approach is costly,
and therefore, it is preferable to resort to mixed-language
programming, where source codes written in different
programming languages are compiled together and can be
called back by different platforms. In the present work,
Dynamic Link Libraries (DLLs) under MS Windows were
employed because most of the present computer game
engines support the concept of DLLs (Dynamically
Linked ‘Shared Object’ Libraries under Linux), and so do
most of the platforms one may be interested in linking to
game engines, for instance MATLAB, LabVIEW, Java,
Basic, C/C++, etc. Figure 2 illustrates the three different
methods. In addition, the DLL-based approach allows for
faster communication between a game engine and a
physical device than standard communication protocols
such as TCP [48].

In principle, a DLL file simply represents a shared
library in the MS Windows or Linux operating systems. It
may contain data, functions, code, binary files for the
operating system, custom resources or any combination
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thereof. Furthermore, its different contents have different
extensions (for MS Windows *.dll, *.exe, *.drv, *.fon, etc.;
for Linux *.so0). The subsequent discussions in this paper
will be limited to MS Windows. For the application
presented here, *.dll files are sufficient for implementing
the communication between the game-based VR system
and the other platforms. This communication involves
only data, functions and codes, which can all be packed
into a *.dll file.

B.  Sample Implementation for Integration of Platforms

Below, a sample implementation based on mixed-
language programming is described, wherein *.dll files are
used to link a specific game engine (GMod) endowed with
a scripting language (Lua) with a specific platform
(LabVIEW). Subsequently, a game-based laboratory
environment is presented as an application of this
approach.

In this method, GMod and LabVIEW are two different
processes running under the MS Windows operating
system. Then, the same *.dll files are shared between
these different processes, ie. they can be called
simultaneously by these processes and they are used as
carriers for sharing data, functions and codes.

The motivation for using this technique is that the *.dll
files compiled by C++ under the MS Windows operating
system can be loaded by both LabVIEW and the GMod
game server. In LabVIEW 6.x (or later versions), *.dll
files can be called by the call library function node
(CLFN). Note that the CLFN used to be referred to as
code interface node (CIN) before, but LabVIEW no longer
supports this node [49]. In GMod, the extended interface
(i.e. the API of GMod), which is used to load modules in
the form of *.dll files, is denoted as GModInterface.
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This structure enables Lua scripts to communicate with
the *.dll files. Then, the GMod interface uses Lua’s C
application programming interface (C API) to embed data
or functions into the *.dll files. Furthermore, specific
functions used in LabVIEW can also be compiled in the
same shared *.dll file. After this step, any specific *.dll
file can be called by both GMod and LabVIEW in
different processes [50]. A simple flow chart of the
communications between the GMod and LabVIEW using
* dll files is depicted in Figure 3.

The above structure can only realize the simple callback
of data and functions that are packaged in *.dll files.
However, the problem of interest here is to interchange
data between different platforms and different processes.
In order to solve this problem, a shared memory that can
give simultaneous access to LabVIEW and GMod (which
represent different processes) is allocated. This shared
memory avoids unnecessary copies of the instances of
libraries which must be used as static libraries among the
processes, thus improving the efficiency in passing data
between different platforms [51]. The architecture of *.dll
files that are shared between LabVIEW and GMod is
illustrated in Figure 4.

In order to illustrate this method, a collaborative virtual
laboratory environment developed previously using the
multi-player computer game engine ‘Source’ and GMod
[52] was linked to real physical laboratory setups as
described in the next section.

IV. GAME-BASED COLLABORATIVE VIRTUAL LABORATORY
ENVIRONMENT WITH INTEGRATED PHYSICAL DEVICES

A. General Remarks

The collaborative laboratory environment presented
here was implemented by extending the game
environment GMod, which is based on the multi-player
game engine ‘Source’. This extension included the
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creation of models, functions and a map as well as the
establishment of a link to actual physical devices for
conducting educational remote experiments as discussed
in detail in the subsequent sections. Figure 5 describes the
development process of this system and explains the
relationship between the concept of VR and the game-
based virtual laboratory.

B. Remote and Virtual Laboratories

The term remote laboratory refers to the use of
telecommunications to conduct real experiments from a
remote location. In recent years, remote laboratories have
become an alternative and/or complement to traditional
hands-on laboratories associated with science and
engineering curricula at many higher education
institutions worldwide. Significant contributions to this
area include iLabs [24,53], Labshare [54], LilLa [55],
Netlab [56], WebLab [57], iLough-Lab [58] and VISIR
[59]. Other noteworthy remote laboratories are described
elsewhere [60,61,62,63,64]. While remote laboratories
have been found to have several advantages over
conventional hands-on laboratories (e.g. increased
accessibility, improved safety and security, reduced
operating costs), they are most suitable for illustrating
conceptual knowledge as opposed to instilling design
skills, and they fail to provide the students with
experiences in setting up, trouble shooting and debugging
experimental equipment [65,66]. Virtual or simulated
laboratories are software-based imitations of real
experiments. In various studies, they have been found to
be good substitutes for hands-on experiments in teaching
abstract concepts and their applications [67]. Virtual
laboratories also provide advantages such as low operating
costs, reduced time for set-up and tear-down of the
experiments, and they create an active mode of learning
[65]. However, they are believed to have disadvantages
due to the disconnection between the real and virtual
worlds [65] and often do not include the imperfections
encountered in real systems.

C. Concept of Game-based Virtual Environments

Game-based virtual environments are designed to
closely simulate aspects of real or fictional scenarios and
recently have begun to be used for educational and
training purposes, for instance in medical training [68],
military training [69], sports training [43], management
simulations [70], and life simulations [28], etc. Research
on game-based learning has demonstrated that games
increase the users’ intrinsic motivation through fantasy,
control, challenge, curiosity and competition [71].
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Also, by providing visual and auditory feedback, games
increase the interactivity between users and environments
and enable the users to learn by playing [72]. Without
doubt, playing is a powerful and pervasive method of
learning, by which ideas are tested, new skills are
developed and people participate in new social roles [71].

D. System Architecture of Collaborative Virtual
Laboratory Environment

The system architecture of the collaborative laboratory
environment presented here is shown in Figure 6. In this
system, the communication between different platforms is
realized by DLLs combined with shared memory or by
distributed shared memory (DSM). If the different
processes of the platforms are running in different
computers located throughout the network, then DSM
must be employed as indicated by the parts bounded by
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dashed-double-dotted lines. On the other hand, if all of the
processes are executed in one computer, then DLLs
combined with shared memory should be used rather than
DSM because the latter requires communication between
different processes through the network, which is
inherently slow [73]. In the application presented here, all
processes (i.e. GMod and LabVIEW) are executed in one
computer (i.e. game server), and their integration is
discussed in detail below. The users access the client side
of GMod. Then, the information is passed on to the server
side of GMod by the network component of the game
engine. Finally, the server side of GMod exchanges data
with the server side of LabVIEW’s shared-variable engine
(SVE) through DLLs combined with shared memory.
Then, the network-published shared variables pass data
back and forth between the game sever and the remote
laboratory server/SVE client.
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require (“.DLL");
set of variables;
function_1 (argument_1, ..., argument _i_1);
function_2 (argument_2, ..., argument _i_2);

Function_n (argument_ 1, ..., argument_i_n);

return values_1 = function_n+1 (argument_1, ..., argument_i_n+1);
return values_2 = function_n+2 (argument_ 1, ..., argument_ i_n+2);

return values_m = functio_n_n+m (argument_1, ..., argument_i_n+m);

Figure 7. Lua script for passing data between GMod and shared memory

Fan Motor

Orifice Plate

Water level Meter

Pressure Reading Taps

Figure 8. Air flow rig (courtesy of Armfield Inc.)

Corresponding to output
parameters of Figure 10

| float ,bool * bool * float float float ,float, float)l

o~

Corresponding to output
parameters of Figure 10

Figure 9. Prototype of passData() function for data exchange between GMod and LabVIEW’s SVE

The remote laboratory server/SVE client is used to
connect with the experimental devices through the Internet
with another set of network-published shared variables.
Although all of the devices can be connected directly with
the LabVIEW SVE, they are managed by the remote
laboratory server. This two-level network architecture
facilitates the management of all data from the devices.

The communication between LabVIEW and GMod is
summarized in Figure 3. A *.lua script file is loaded
automatically when starting GMod. This file is composed
of a basic set of variables and the necessary functions to
read/write data from shared memory. Among these
functions, some that do not have return values are used to
pass data from GMod to the shared memory. The other
functions with return values are used to get data from
shared memory. The pseudo code used to explain how to
call a *dll file and how to use these variables and
functions in a *.lua script file is listed in Figure 7.
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Functions 1 to n+m are registered functions that reside
in the *.dll file. Moreover, according to the conventions of
the GMod interface, if a *.dll file is taken as one of the
modules of the GMod game server, the name of this *.dll
file must be in the format gm_*.dll. Then, GMod can load
this module using the ‘require()’ function provided by the
Lua scripting language.

E.  Sample Experiment

Experimental Setup

A multi-user game-based virtual laboratory
environment with an integrated remote flow-development
apparatus was developed as a pilot application at SIT.
This implementation uses a commercially available air
flow rig by Armfield Inc. (see Figure 8). Experiments
were designed for measuring the important characteristics
of industrial air distribution systems as well as to show
how certain basic principles of fluid mechanics are
applied to analyze flows in ducts and jets.
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Figure 10. Calling DLL in LabVIEW with CLFN

In this experimental setup, motor-controlled Pitot tubes
are employed to measure the pressure distributions at
various cross sections and at the outlet of the flow pipe.
One of the experiments enables the calibration of a flow
meter based on an orifice plate that is inserted into the air
stream. An orifice plate is a precisely measurable
obstruction that narrows the pipe, thus constricting the
flowing substance. The experiment also allows the
exploration of the flow development in a straight flow
pipe and the determination of the free-flow velocity
profile at the pipe’s outlet [74].

Middleware

In the demonstrated implementation, only one *.dll file
is compiled for use with the laboratory environment since
the data and the functions to be passed are not very
complicated. However, more than one *.dIl file can be
compiled and uploaded at a time as depicted in Figure 3.
In order to explain how the system works, Figure 10
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shows a piece of the LabVIEW graphics program that is
used by the CLEN to call the *.dll file in which the
corresponding prototype of the function is imbedded. This
function is used to exchange data between GMod and
LabVIEW’s SVE, and its prototype is shown in Figure 9.

As shown in Figure 10, the initial parameters (see
Table 1) are used to set the initial values of the output
parameters. The input parameters (see

Table 2) are used to transmit the experimental data from
the real laboratory to GMod and to then configure the
animation of the corresponding models of the
experimental devices in GMod. These input parameters
correspond to the last eight arguments in the passData()
function shown in Figure 9. The output parameters (see

Table 3) are used to pass data from GMod to LabVIEW
in order to control the experimental devices. These output
parameters correspond to the first thirteen arguments in
the passData() function shown in Figure 9.
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TABLE 1.

INITIAL PARAMETERS APPEARING IN FIGURE 10

Name Description Name Description

Initial Locations Jet piston initial position Initial MainSW4 Main switch 4 initial status
Initial Direction Motor initial rotation direction Initial TaplSW Tap 1 switch initial status
Initial PowerButton Power switch initial status Initial Tap2SW Tap 2 switch initial status
Initial ResetButton Reset switch initial status Initial Tap3SW Tap 3 switch initial status
Initial MainSW1 Main switch 1 initial status Initial Tap4SW Tap 4 switch initial status

Initial MainSW2 Main switch 2 initial status

Initial MotorSelect

Initial selected motor

Initial MainSW3 Main switch 3 initial status

TABLE 2.

INPUT PARAMETERS APPEARING IN FIGURE 10

Name Description Name Description
LVActualLoc Jet piston actual position LVTalPre Tap 1 pressure
LVTopLimit Jet piston top limit position LVTa2Pre Tap 2 pressure
LVBottomLimit Jet piston top bottom position LVTa3Pre Tap 3 pressure
LVPTPre Pit tub pressure LVTa4Pre Tap 4 pressure
TABLE 3.
OUTPUT PARAMETERS APPEARING IN FIGURE 10
Name Description Name Description

Desired Locations Control jet piston position

MainSW4 Status

Main switch 4 status

Directions Motor rotation direction

Tap1SW Status

Tap 1 switch status

PowerSW Power switch

Tap2SW Status

Tap 2 switch status

Reset Value System reset

Tap3SW Status

Tap 3 switch status

MainSW1 Status Main switch 1 status

Tap4SW Status

Tap 4 switch status

MainSW?2 Status Main switch 2 status

Motor Number

Motor selection

MainSW3 Status Main switch 3 status

Development of Laboratory Environment

The virtual laboratory environment presented here was
created using the ‘Source’ game engine, which provides
all functions needed to develop a realistic virtual
environment. In addition, it provides extensive support via
its ‘Source’ SDK, which includes the ‘Hammer’ map
editor. The latter enables users to create and edit the
virtual map of the game environment [10].

The models of the experimental components of the
virtual laboratory environment were created based on
custom 3D CAD models of the real physical equipment.
Such custom models can be built using third-party 3D
modeling software such as 3ds Max [75] or SolidWorks
[76]. The flow rig assembly models of the experiment
described here were created in SolidWorks and then
converted into a file format that is compatible with GMod.

The ‘Source’ game engine employs the ‘Havok’
physics engine [77] to model real-world phenomena based
on Newtonian physics in order to achieve realistic
interactions between objects in the virtual environments
[14]. Furthermore, certain features of ‘Havok’ were also
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used to implement some functionality of the virtual
laboratory environment, such as collision detection during
the assembly of components into experimental systems
and the support of realistic animations of the experimental
devices. GMod provides an extensive Lua library, which
enables programmers to create game rules and game
entities and to define the behavior of certain game
characters and objects [78]. In the virtual laboratory
environment, the Lua scripting language adopted by
GMod was also used to create tools and game
modifications.

Experimental Procedure

In real hands-on experiments using the flow rig, the
experimental apparatus has already been set up when the
students arrive in the laboratory. Thus, the students just
need to start up the fan motor, adjust its speed, select the
Pitot tube to be used for the required pressure
measurements, adjust its position using a step motor, read
off the values of the water-level meter and calculate the
corresponding pressure values. Then, this procedure can
be repeated several times for different Pitot tube locations
and/or positions as well as for different fan speeds.
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Figure 11. 3D virtual model of flow rig apparatus

Initial Stage =+ Input Parameters = Final Stage =

Output Values

Figure 12. Simulations linked to a real device

However, in the virtual laboratory environment
described here, the students, the instructor and the
teaching assistant are represented as avatars. They interact
with a virtual flow rig apparatus that represents the real
physical device. The positions of the Pitot tubes can be
observed based on a real-time animation within the virtual
laboratory environment. This animation is driven by data
acquired from the physical devices or based on the video
stream from a webcam that is located at the real flow rig
apparatus (see Figure 12).

To achieve the intended learning outcomes, students
should be able to perform the following laboratory
exercises:

* Assemble the components of the flow rig setup into a
functioning system (including a base, a flow pipe
with built-in fan motor, fan and diffuser, step motors,
Pitot tubes, pressure reading taps and an orifice plate
if needed).

* Input the initial parameters (including fan speed, Pitot
tube selection and position)

34

*  Press the RUN button to start the acquisition of the
pressure data (see Figure 11)

* Record the pressure data (either electronically into a
file or manually on paper)

¢ If needed, repeat Steps 2 to 4 with different input
parameters in order to obtain entire pressure
distributions at the locations of interest

* Ifneeded, modify the experimental setup by inserting
an orifice plate into the flow and repeat Steps 1 to 5.

V. OTHER POTENTIAL APPLICATIONS

A variety of VR applications can be found in the
literature (see for instance [79,8]). Some of these
applications that could be implemented using the platform
presented above are discussed below. Because of the use
of the mixed programming technique for integrating the
physical devices and the VR system, the platform
described above (possibly with some minor modifications)
can be made compatible with most hardware interface
drivers, i.e. it is capable of supporting most peripheral
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devices used to connect the real and virtual worlds. In
addition, the multiplayer game-based platform lets all
users engage in group collaboration and relieves the users’
tension resulting from some serious game applications
such as virtual rehabilitation, military training, etc.

Virtual rehabilitation makes it possible to implement
therapeutic interventions locally or at a distance with the
help of VR systems. VR therapy systems have been
applied to various patient populations, including musculo-
skeletal, post-stroke and cognitively impaired patients
[15]. The benefits and challenges of virtual rehabilitation
were discussed in more detail in [15]. The concept of VR
rehabilitation for post-stroke patients was introduced
carlier [80,81,82], and more recently, the SeeMe system
[83] was presented. The procedures of rehabilitation are
tedious and painful, and therefore improving the patients’
motivation and keeping the patients interested in the
therapy is considered critical in order to achieve good
clinical outcomes. Although products such as SeeMe were
developed based on first-person game environments, it is
unavoidable for patients to feel lonely in such single-
person games. Multiplayer game-based VR platforms
have the potential for solving this problem, resulting from
the inherent entertainment characteristics of games. In VR
therapy systems, doctors, therapists and patients can
interact in the same scenario: the patients can get
instructions from the doctors and therapists, the therapists
can consult with the doctors, and the therapists and
doctors can get feedback from the patients. In fact, all of
these activities can happen in real time. At the same time,
certain patient groups could also use rehabilitation devices
locally while the therapists operate these devices remotely
through this platform.

Similarly, various virtual athletic training systems
[84,85] and virtual military training system [86,87] have
been developed using VR. The cost of these systems is
often significant since the implementation of a user-
friendly virtual environment is a complex proposition
unless it is based on a ready-made platform. Fortunately,
VR based on game engines can shorten the development
time and cost significantly. In addition, multiplayer game-
based VR platforms also provide an effective environment
for group training (e.g. team sports).

Finally, VR is also often used as a tool for treating
psychiatric and psychological diseases, for example
various phobias and disorders [88,89,90,91,92]. Although
VR applications in the realm of psychiatry and
psychology remain controversial, some results are
promising [93]. For instance, a virtual sandbox treatment
was introduced [94], and it was argued that play therapy
including a virtual sand box is helpful for children with
social phobias [95]. A shortcoming is that in a virtual sand
box based on both augmented reality and immersive VR,
the users play only with virtual characters. In systems
based on the platform presented here, other persons could
join in the same environment by creating their own avatars
and interact with the users who need help. By immersing
the users with problems in environments that feel more
real, the effectiveness of the treatment could be improved
significantly.

VI. CONCLUSIONS AND FUTURE RESEARCH

In this paper, the current state of VR and the integration
of the real and virtual worlds were studied and the
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advantages and disadvantages of current technologies in
game-based VR were compared. In addition, a general
method for integrating VR and physical activities was
proposed. This method is based on the mixed
programming technique and employs callable DLLs for
the communication between the VR and other application
platforms. In order to demonstrate the efficiency of this
method, a multiplayer game-based virtual laboratory
environment was implemented as one of the instances of
VR. This system was integrated with a prototype of a
remotely controllable, real-time air flow laboratory
apparatus. This system has proven to be a promising,
economical and efficient way to overcome the difficulties
in integrating physical devices into VR systems.

In future work, some other challenges associated with
the development of VR should be addressed, including for
instance the creation of virtual environments in real time,
the seamless integration of different platforms and
systems, the facilitation of more efficient interactions
between humans and virtual environments, and the
integration of 3D sound synthesis, stereoscopic 3D display
technologies and perception feedback. The integration of
VR and physical activities has tremendous potential in
diverse fields such as medical, athletic and military
training and virtual rehabilitation, but future generations
of these kinds of applications could benefit significantly
from the integration of real-time video streams into virtual
environments, the real-time generation of avatars by the
users themselves and further improvements in the
immersive perception of the users.
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