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Abstract—Early detection of retinopathy plays an important role in the care 

of people with diabetes. Classification of diabetic retinopathy in fundus images 

is very challenging because the blood vessels in the retinal images are too 

small. Morphology of objects with multi-level saliency is the recent choice be-

cause of the activation of feature extraction. However, the challenges of the in-

put models are very complex with the blood. The color, lighting or context can 

become the reasons that create the decline of the primary key for training. This 

paper proposes a method for classification of diabetic retinopathy using salien-

cy and shape detection of objects based on a deep Bottleneck U-Net (DbU-Net) 

and support vector machines in retinal blood vessels. The proposed method in-

cludes four stages: preprocessing, feature extraction using DbU-Net, saliency 

prediction and classification based on the support vector machine. To evaluate 

this method, its results are compared to the results of the other methods by us-

ing the same datasets of STARE and DRIVE for testing with evaluation criteria 

such as sensitivity, specificity, and accuracy. The accuracy of the proposed 

method is about 97.1% in these datasets. To assess the levels of diabetes, the di-

agnostician must initially identify the retinal image with diabetes or not. The re-

sult of this paper may help the diagnostician to easily do this. 

Keywords—Bottleneck U-Net, saliency, classification, diabetic retinopathy, 

retinal blood vessel 

1 Introduction  

The diagnosis of abnormality in medical images depends on many factors such as 

doctor skills, equipments, etc. Every object has a different shape, size and position in 

the medical image. The morphology of objects includes shape and direction of gradi-

ents. The retinal blood vessel image contains a lot of useful information for the diag-

nosis of disease. The analysis of signs and characteristics of the retinal blood vessels 
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can help doctors diagnose the disease making the patient suffering. Consequently, 

image segmentation and classification are very useful for the diagnosis of doctors. 

The gray level and salient regions are the primary key for detection. 

Diabetes damages the blood vessels of all organs in the human body. It is most ev-

ident in the microvasculature. In eye, due to the damage to the retinal capillaries, it 

increases vascular permeability, plasma leakage into the retina causing edema. When 

capillaries are destroyed causing blockage, it causes retinal ischemia. The body then 

responds by secreting factors that stimulate the growth of new blood vessels to nour-

ish these areas of the retina. However, these blood vessels are fragile, causing compli-

cations such as vitreous hemorrhage, fibrosis, and retinal detachment. 

The retina is the light-sensitive organ, in which the macula is the center of the reti-

na, where our vision is most delicate. The effects of diabetes on the retina make the 

retina severely damaged, severely affecting our visual function. Early detection of 

retinopathy plays an important role in the care of people with diabetes. Today, the 

application of machine learning to assist doctors in diagnosing diseases, especially 

eye-related diseases, is of interest to researchers. Currently, there are many studies 

applying machine learning to the diagnosis of diabetic retinopathy. This paper pro-

posed a method for diabetic classification in retinal vessels based on the deep Bottle-

neck U-Net with saliency. The proposed method includes four stages: preprocessing, 

feature extraction using deep Bottleneck U-Net (DbU-Net), saliency prediction and 

classification based on support vector machines. To compare the results of the pro-

posed method with those of the other methods, the STARE and DRIVE datasets are 

used for testing with evaluation criteria such as sensitivity, specificity, and accuracy. 

Main contributions of this paper are as follows: 

1. Proposing the deep Bottleneck U-Net (DbU-Net) to match diabetic classification in 

retinal vessels, the structure of U-Net adapts with multi levels of saliency and reti-

nal blood vessels images. 

2. Increasing the accuracy of the classification by DbU-Net combined with saliency 

prediction. 

The rest of the paper is organized as the following: literature review is presented in 

Section 2. The proposed method for diabetic classification in retinal vessels is pre-

sented in Section 3. The experimentation and evaluation results are presented in Sec-

tion 4. Finally, Section 5 is conclusions and future works. 

2 Literature review  

In recent times, many researchers have proposed segmentation methods for retinal 

images [1, 2, 3, 4, 5, 6]. Marwan [1] had applied the histogram equalization for region 

detection. This research used the automatic threshold for selection based on multi 

levels. Morphology of retinal blood vessels was proposed in [4, 5, 6] with shape and 

the kernel chosen for presentation. The other approaches are developed based on the 

surface and structures of retinal vessels for segmentation on the diabetic patients [7, 9, 

10,12]. Molina [8] based on intra- and inter-structure of the relationship between 
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neighbor knowledge to extract features. Sundaram [11] extracted the retinal blood 

vessels through Hybrid segmentation. Memari [12] had taken the advantage of Fuzzy 

C-means clustering in a levels set for retinal blood segmentation. The matching of 

these algorithms was the morphology which was collected by the relationship of 

knowledge between the histogram/kernels and multi levels. The disadvantages of 

these methods are the relationship of parameters around the pixels which are unim-

portant. To overcome the disadvantages of morphology in segmentation, Rahebi [13] 

proposed the neural network depending on gray level which was applied in matrix-

based features to segment retinal blood vessels. Ronneberger [14] proposed U-net to 

modify and extend fully convolutional network architecture for biomedical image 

segmentation. In these networks, the authors applied the encoder and decoder for the 

conversion of the structure of the input images. 

Besides, the researchers had improved the neural networks with the transfer learn-

ing for segmentation and classification [15, 18, 21]. This transfer was continued with 

multi scales for deep learning in [16, 17, 22]. Moreover, the disease classification 

algorithms had proposed such as: multi-kernel support vector machine [19], CT image 

of coronavirus of Li [20], EfficientNet for the leaf classification [22], ultrasonography 

with the automated classification of liver [23], hypertension risk by photoplethysmog-

raphy with deep learning [24] or convolutional neural network [26], the saliency with 

convolutional neural network for brain tumour classification [25], edge detection 

based on salient map [28], convolutional neural network based on transfer learning for 

diabetic [34], machine learning algorithm for diabetes classification [35], diabetic 

retinopathy fundus images classification based on hyperparameter tuning deep learn-

ing [36], etc. The feature extraction by the learning models could be the input or out-

put of the segmentation process. The prediction models had given the parameters 

which included context, color channels, noise/blur values, etc. The author of these 

researches changed the number of layers in the encoder of the input model. However, 

the complex problem is the pre-processing which has a wide range of unclear pixels. 

Domain/transform is one of the pre-processing methods. The dividing of decomposi-

tion is also the condition for the number of the chosen parameters. The reason to use 

the domain for segmentation or classification is to smooth results from thresholding 

or filtering in their steps. Laplacian and dynamid are the filters in contourlet trans-

form. Nageswara [27] had proposed this domain with an active contour model for 

activation of the object boundary of Brain MR image segmentation. The variety of 

pre-processing of deep learning is also the combination of projection context or sali-

ency together [29, 30, 31]. Convolutional neural network with the saliency-level input 

for segmentation and the index prediction of the content-based medical image retriev-

al is shown in [32]. On the other hand, the tree structure with a graph in global context 

for Covid-19 lung segmentation is also presented in [33]. Abou [42] applied convolu-

tional neural network to detect and classify normal white blood cells. Yanni [44] had 

used hybrid algorithm structure convolutional neural network for segmentation. As a 

result, the segmentation contributes to the index prediction and object detection. 

Another application of deep learning is classification. The index of the kind of im-

ages is selected by feature extraction and prediction layer. The standard convolutional 

neural network architecture [25, 26, 43] gives a downsampling factor to the network. 
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Fully convolutional network [15] has 13 layers and feature maps by the encoding 

network. The final layer of full convolution is the FC layer with the prediction value 

from 0 to 1. As a result, the results of these deep learning models give the learning 

values to some prediction systems. On the other hand, they can be the final results of 

the system. Their characters are the pre-processing with the number of blocks with 

other size strides or windows of each layer.  

3 The disease classification based on deep Bottleneck U-Net for 

saliency prediction 

The segmentation or classification based on the feature extraction. Deep learning is 

a collection of layers with the stride and size kernels. The parameters will be changed 

in each block. The concept about block is the combination between convolution and 

maxpooling layers. The neural network with the tensors is height × width × the num-

ber of channels from the chosen input. The architecture of any deep learning is the 

model with tensors which have been arranged. These outputs are concerned as: con-

volution (transposed, dilated), pooling (maxpooling, average pooling, max unpooling, 

etc). Besides that the upsampling for the decoder can be the primary condition for 

feature extraction. The equation (1) is the calculating method of pooling layer where 

m is the number of kernels and n is the number of stride.  

 𝑝𝑘
𝑙+1(𝑚, 𝑛) = 𝑚𝑎𝑥1≤𝑔≤𝑢𝑥(𝑚, (𝑛 − 1) ∗ 𝑢 + 𝑔)  (1) 

The connection of many convolution and pooling layers creates the multi-level fea-

tures maps. In the real truth, the ReLU is a final layer of block. The equation (2) is the 

ReLU layer: 

𝑐𝑘
𝑙+1(𝑚, 𝑛) = 𝑅𝑒𝐿𝑈 (∑ 𝑥 (𝑚, 𝑛 −  𝑔 + 

𝑢+1

2
)𝑤𝑘

𝑙𝑢
𝑔=1 (𝑔) + 𝑏𝑘

𝑙 ) (2) 

where the i-th node of the l-th layer to the j-th node of the l+1-th layer are weight 

values, w is the random weight, and b being bias values. The decrease of the size is 

done by fully connected. This step will be an operator for saliency features maps. The 

window size of 3 × 3, the convolution layer of 1 × 1 will be done. The bilinear up-

sampling overcomes the prediction for segmentation.  

The shape of objects in medical images is complex and various. Their boundary 

structures are dependent on the features and the patient’s body parts. Most methods 

for the abnormal detection are contour detection, segmentation, or prediction. This 

section presents a method for diabetic classification in retinal blood vessels. The pro-

posed method is presented clearly as the Figure 1. 

 

Fig. 1. The proposed method for diabetic classification. 
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In the Figure 1, the proposed method includes four stages: preprocessing, feature 

extraction using deep Bottleneck U-Net (DbU-Net), saliency prediction and classifi-

cation based on support vector machines (SVM). The object’s features in the retinal 

blood vessels are influenced by a wide range of the surrounding elements, such as 

background, lighting, the blur/ noise value of the arround neighbor-pixels. The output 

of the original U-Net has two informations being the mask and contour. In this paper, 

the proposed method uses one output channel which is the salient mask. Saliency 

levels are detected and given to the next step which is classification by SVM. Now, 

the Figure 1 will be explained step by step as below. 

3.1 The pre-processing for the input medical images stage 

Threshold or filter is a vital position. In some researches, all transformations such 

as normalization, augmentation, etc will keep information important to the input of 

the below step. On the other hand, the background color is not the same as the blood 

vessel color in retinal blood vessels. In the diabetic retinal blood vessel, the disease 

bases on the color and the continuity of pixels together. Therefore, the concept of 

superpixels are presented. However, the superpixels are rarely used at the input of 

learning model because two reasons are: 

1. The original convolution layer, which is the vital component of models, is defined 

over the grid and limited in the irregular superpixels. 

2. The superpixels are calculated from the first block to the last block. 

The position and size of retinal blood vessel images are stable. The input images 

are only divided into multi regions based on the neighbor-pixels in range of about 10 

superpixels. This result will be used as the condition to divide each class one by one 

for the next step. This task is only a preparation for the first window in DbU-Net. 

3.2 Feature extraction using DbU-Net stage 

The traditional U-Net architecture also includes the collection between convolution 

layer and maxpooling layer in each block. On the other hand, the concatenation is 

done in the interlaced input of maxpooling layer. The number of blocks is 4 or 5 

blocks in encoder and decoder processes. The base U-Net includes: 

─ Transition block with the matrix window and the number of filters: the sum of 3 

convolution layers (2 layers of 3 × 3 and 1 layer of 5 × 5) for the input of the final 

convolution layer in this block. Then, activating the batch norm.  

─ Encoder (downsampling) has 5 blocks, each block has 2 convolution layers and 1 

maxpooling layer. 

─ Dense block interlacing between 3 convolution layers (3 × 3) and 3 batch norm 

layers.  

─ Decoder (upsampling) has 3 convolution layers (3 × 3) and 1 batch norm. 

─ The final step is the convolution layer.  
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The characteristic of this network is the opposition of each block in encoder and 

decoder by U character. The final step of the original U-Net had given the mask and 

the contour for segmentation. Therefore, the feature extraction of the object in the 

image is still limited, leading to low accuracy when classifying objects. To overcome 

this limitation, this paper proposed an improvement of the architecture of the tradi-

tional U-net as follows: 

─ The input in the size of first layer in transition block,  

─ The change of bottleneck by the number of batch normalization in training for the 

output of encoder,  

─ The final layer for output and keeping the salient mask for segmentation.  

─ The union of sigmoid activation functions for saliency map and saliency prediction 

by pixel-superpixel. 

The DbU-Net architecture for saliency prediction is presented in Figure 2. The 

DbU-Net architecture has the encoder and decoder for saliency prediction of the be-

low steps, each block is the combination of convolution, activation, batch norm and 

ReLU, the maxpooling for the next section of each two blocks. The DbU-Net archi-

tecture also includes encoder and decoder parts. However, the input of the model will 

be changed. Here, each convolution layer has 1 convolution layer, 1 activation layer, 

1 batch normalization layer, 1 ReLU.  

 

Fig. 2. The DbU-net architecture for saliency prediction 

In the pre-processing step, the image is resized to 576 × 576 pixels. The plan of 

changing for the first layer was 2 convolution blocks with the 64 filters of the size 5 × 

5. Its input is the retinal blood vessel image. The size of the input image is M × M 

with three color channels (M ×M × 3). Therefore, the feature map has the size of 5 × 
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5 × 64 filters. The 2 convolution blocks and 1 maxpooling are a combo. In Figure 2, 

there are 5 combos in the encoder. The second combo with 3 × 3 × 64 filters is for 

the first layer. The pooling layer is with M/2 and filters × 2 (288 × 288 and 3 × 3 

×128). The output of the maxpooling layer is used for the next blocks with 3 × 3 and 

double filters then the combo of 2 convolution blocks and 1 maxpooling. 

The next period of this model is the Bottleneck concept. That includes: 

─ 01 batch normalization for the size keeping of the feature map in deep learning 

models.  

─ 02 batch normalization for training with the number of filters being 64 × 16, the 

same in padding. 

─ Increasing the double size of the window shape for concatenating in the decoder. 

The development of the bottleneck in this method is that the 1 window 3 × 3 is ap-

plied in the first batch norm for checking the key feature extraction in U-Net. In de-

coder periods, each combo (2 convolution layers and 1 upsample layer) has the filters 

which are half off then upsampling. This decreases the nearest neighbor 2 × 2. Be-

sides, the output of the final layer in each encoder block becomes the concatenation of 

each decoder block. The sigmoid activation function is applied at the final layer to 

generate saliency for segmentation. These results unify with the saliency by pixel-

superpixel in the equation (3) for the final segmentation. 

3.3 The saliency prediction based on the feature extraction stage 

The pixel-superpixel association and superpixel centers with v iterations were cal-

culated. The saliency level (R(x)) at pixel x in feature map of image is calculated in 

the equation (3): 

𝑅(𝑥) =  

{
 
 
 

 
 
 0        𝑖𝑓 0 ≤ 𝑆(𝑥) <

255

𝐾
× 1

255

𝐾−1
    𝑖𝑓 

255

𝐾
× 1 ≤ 𝑆(𝑥) <

255

𝐾
× 2

.

.

.

255     𝑖𝑓 𝑓𝑟𝑎𝑐255𝐾 × (𝐾 − 1) ≤ 𝑆(𝑥) <
255

𝐾
× 𝐾

 (3) 

where, S(x) is the saliency value at pixel x and the number of levels is K. The su-

perpixel map was done as the below pseudo code.  

The pre-processing period gives the 10 superpixels for clustering. In these steps, 

the distance from each pixel to 9 surrounding superpixels is calculated by the approx-

imate nearest neighbor. The Figure 3 presented the segmentation results of saliency 

periods. 
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(a)  (b)  (c) 

Fig. 3. The segmentation results by the Db U-net for saliency prediction. (a) The retinal vessels 

images in the DRIVE dataset. (b) The ground truth in the DRIVE dataset. (c) The seg-

mentation result 

Pseudo code: 

Input: the feature extraction by Db U-Net 

Output: the superpixel map for saliency prediction 

Function cal_SuperpixelMap(feature extraction) 

Features ℱ𝑛 × 𝑘 =  ℱ(𝑖) 
The superpixel centers S = the average features i 

in grid 

while iteration t from 1 to v do: 

The association between pixel p and superpixel 

i is: ℚ𝑝𝑖
𝑡 = 𝑒−‖ℱ𝑝−𝑆𝑖

𝑡−1‖
2

 

superpixel centers = ∑𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛 
end while 

return argmax (association) 

End function 

The output of this stage is the feature map and is the input for the SVM stage. 

However, the normalization for the saliency U-net has a wide range of complexes. 

Consequently, the below tasks will be to limit this range, they are: 

1. Converting the input value from [0, 255] to [0, 1] and removing the lighting values. 

2. Increasing the training data by data augmentation method by with operations of 

horizontal flip, vertical flip, crop, zoom, etc. 

The fusion and non-saliency map are calculated for saliency map. Each level of sa-

liency map is the basis for the distance between the average feature vectors of pixels. 

The contrast saliency value (ci,j) for pixel at position (i, j) is calculated as in the equa-

tion (4): 

 𝑐𝑖,𝑗 = 𝐷 [(
1

𝑁1
∑ 𝑣𝑝
𝑁1
𝑝=1 ) , (

1

𝑁2
∑ 𝑣𝑞
𝑁2
𝑝=1 )] (4) 
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3.4 The optimizing SVM parameters for classification stage 

The optimization from soft margin is kernel margin for detection of support vec-

tors. The soft margin (S) in SVM classifier is calculated as in the equation (5): 

 𝑆 =  [
1

𝑛
∑ max (𝑛
𝑖=1 0,1 − 𝑦𝑖(𝑤

𝑇𝑥𝑖 − 𝑏))] +  𝜆‖𝑤‖
2 (5) 

where, 𝜆 is the yield of the linearly classifiable input, 𝑥𝑖 is the margin’s boundary, 

w is the linear combination of support vectors.  

The final results of this process is to classify the diabetic retinal blood vessels. The 

classification gives the features of saliency segmentation. The next section will pre-

sent experimental results. 

4 Experimentation and Evaluation Results 

4.1 Materials and Datasets 

Experiments are developed in Python, with the computer of Intel core i7, 2.9 GHz 

CPU, 16 GB DDR2 memory. The STARE [37] and DRIVE [38] dataset are used for 

experimentation.  

The STARE database contains 81 images, including 30 images of healthy retinas 

and 51 images of diseased retinas. The size of images is subsequently digitized at 605 

× 700 pixels in resolution and 24 bits per pixel (standard RGB). These images were 

acquired using a TopCon TRV-50 fundus camera at 350 FOV [37]. Each image has 

been defined under ppm format. 

The DRIVE dataset includes 400 retinal vessel images of diabetic patients aged be-

tween 25 and 90 years. The images were acquired using a Canon CR5 non-mydriatic 

3CCD camera with a 45 degrees field of view (FOV) [38]. The size of images is sub-

sequently digitized at 768 × 584 pixels in resolution and 8 bits per pixel (standard 

RGB). Each image has been defined under jpeg format.  

With each of the above dataset, the experimentation used 80% dataset for training 

and 20% for testing to evaluate the results. The images are cropped to the size of 

512*512. And these images augmented the dataset by rotation, scaling, clipping, etc. 

as in the Table 1. Consequently, the size of the training dataset is expanded to 2000 

images. Some retinal blood vessel images in the STARE and DRIVE dataset are pre-

sented in the Figure 4 and Figure 5. 

Table 1.  Data augmentation parameters. 

Transformation Type Description 

Rotation Randomly rotate image between (−15◦, 15◦ ). 

Clipping Randomly clip images with angle between −10◦ and 10◦ 

Flipping Horizontal and vertical flip images 

Translation Randomly shift between −5% and 5% of pixels 
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(a) 

   

(b) 

Fig. 4. Some retinal blood vessel images in the STARE dataset of diabetes. (a) Normal retinal 

blood vessel images. (b) Diabetic retinopathy image 

    

(a) 

   

(b) 

Fig. 5. Some retinal blood vessel images in the DRIVE dataset of non-diabetes. (a) Normal 

retinal blood vessel images. (b) Diabetic retinopathy image 

4.2 Evaluation metrics and experimental results 

With the evaluation of the segmentation based on a wide range of deep learning 

models, Jaccard Index (JI) value was used to evaluate the results of the proposed 

method. Suppose that, A and B are the image segmentation and the image which has 

ground truth, respectively. The JI(A, B) was calculated by the equation (6). JI value 

ranges from 0 to 100. The higher the value of JI is, the better it is.  

 𝐽𝐼(𝐴, 𝐵) =  
|𝐴∩𝐵|

|𝐴∪𝐵|
 (6) 

Sensitivity (Se) defines the ability to detect diabetic retinopathy images. It is the ra-

tio between the numbers of diabetic retinopathy images detected by the proposed 
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method and the total number of diabetic retinopathy images in the test dataset, and 

ranges from 0 to 1. 

Specificity (Sp) defines the ability to distinguish images that have diabetic reti-

nopathy or not. It is the ratio between the number of normal images that the proposed 

method can distinguish and the total number of normal images in the test dataset, and 

ranges from 0 to 1. 

Accuracy (Acc) represents the result accuracy of the proposed method in the test 

dataset, and ranges from 0 to 1 (equivalent to the range from 0% to 100%). 

The sensitivity, specificity and accuracy are used to evaluate metrics and are calcu-

lated as in the equation (7), equation (8) and equation (9), respectively. 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (7) 

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (8) 

 𝐴𝐶𝐶 = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
 (9) 

where,  

─ True Positive (TP) is the number of the result pixels which are the pixels of blood 

vessels in ground truth.  

─ True Negative (TN) is the number of the result pixels which are not the pixels of 

blood vessels in ground truth.  

─ False Positive (FP) is the number of the result pixels which are used to detect a 

blood vessel, but that is wrong with the ground truth. 

─ False Negative (FN) is the number of the result pixels which are used to detect not 

a blood vessel, but that is wrong with the ground truth.  

As presented in Section 3, the proposed method includes four stages. To evaluate 

the effectiveness of using salient map versus morphometry in the proposed method, 

we compared the JI values between using salient map versus morphometry at stage 3 

based on some deep learning models such as: Convolutional neural network (CNN), 

Fully convolutional network (FCN) and U-Net, respectively. Table 2 and Table 3 

presented the average Jaccard Index (JI) values of the morphology and saliency seg-

mentation stages based on other models in the STARE and DRIVE datasets. The 

values in Table 2 and Table 3 are visualized in Figure 6. 

Table 2.  The average Jaccard Index (JI) values of the morphology and saliency segmentation 

stages based on other models in STARE dataset 

Using CNN FCN U-Net DbU-Net 

Morphology method 87.44 88.02 87.85 92.27 

Saliency method 88.61 89.89 90.08 94.89 

iJOE ‒ Vol. 18, No. 02, 2022 115



Paper—A Deep Bottleneck U-Net Combined with Saliency Map for Classifying Diabetic Retinopathy in… 

Table 3.  The average Jaccard Index (JI) values of the morphology and saliency segmentation 

based on other models in DRIVE dataset 

Using CNN FCN U-Net DbU-Net 

The morphology method 86.71 88.63 88.95 93.71 

Saliency method 89.04 90.26 91.07 95.69 

  

(a)   (b) 

Fig. 6. Comparison of the average JI value of the morphology and saliency segmentation based 

on other models in STARE dataset (a) and DRIVE dataset (b) 

The morphology method for segmentation is not better than the saliency in U-Net, 

CNN, FCN and DbU-Net. However, the average Jaccard Index values of saliency 

prediction in Table 2 and Table 3 help strengthen DbU-Net in the diabetic retinal 

blood vessel segmentation. Figure 7 is a case of the result of saliency segmentation in 

non-diabetes images based on DbU-Net, U-Net, CNN and FCN in the DRIVE dataset. 

The Jaccard Index is calculated by the ground truth in the dataset with the segmenta-

tion results of each method. 

From Table 2, Table 3, Figure 6 and Figure 7, the saliency prediction by DbU-net 

adapts to segment better. The reasons why saliency adapts to deep learning better are 

the feature extraction. If algorithms depend on the morphology of objects, the infor-

mation will have shape and weak connections. Its adaptation is only the input of neu-

ral networks or deep learning. Therefore, the low pixels are the main contribution in 

morphology. Saliency predictions based on deep learning are given from the feature 

extraction. The number of encoder and decoder blocks of any model which detects 

segmentation helps choose the high pixels. 

The evaluation of sensitivity, specificity, and accuracy criteria are proposed to ob-

jectively evaluate the effectiveness of the proposed method. The results of the pro-

posed method are compared with Zhitao method [39], Memari method [40], Charu 

method [41] in the STARE dataset. These results comparisons are shown clearly in 

Table 4. 
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(a) (b) (c) 

   

(d) (e) (f) 

Fig. 7. The saliency segmentation of methods in non-diabetes image in DRIVE database.(a) 

The original image. (b) The ground truth of image (a) in the dataset. (c) The saliency 

segmentation based on the CNN method (JI = 89.57). (d) The saliency segmentation 

based on the FCN method (JI = 91.3). (e) The saliency segmentation based on the U-

Net method (JI = 92.08). (f) The saliency segmentation based on the DbU-Net method 

(JI = 95.48). 

Table 4.  The average percent for the classification of methods in STARE dataset 

 

With the STARE dataset, the accuracy of the proposed method is 96.8% whereas 

the accuracy of Zhitao method, Memari method and Charu method are 92.1%, 94.2% 

and 95.2%, respectively.  

The results of the proposed method are also compared with Zhitao method [39], 

Memari method [40] in the DRIVE dataset. These comparisons are shown clearly in 

Table 5. With the DRIVE dataset, the accuracy of the proposed method is 97.1% 

whereas the accuracy of Zhitao method and Memari method are 92.9% and 95.1%, 

respectively. From the above evaluation, the DbU-Net for saliency prediction fits 

perfectly with the diabetic classification based on the retinal blood vessels.  

Table 5.  The average percent for classification of methods in DRIVE dataset 

Method 
DRIVE dataset 

Sensitivity Specificity Accuracy 

Zhitao method [39] 0.871 0.942 0.929 

Memari method [40] 0.891 0.988 0.959 

Proposed method 0.956 0.987 0.971 

Method STARE dataset 

Sensitivity Specificity Accuracy 

Zhitao method [39] 0.862 0.934 0.921 

Memari method [40] 0.882 0.981 0.942 

Charu method [41] 0.913 0.984 0.958 

Proposed method 0.947 0.982 0.968 
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As presented in Section 3.2 and Section 3.4, the multi levels of the encoder in two 

blocks contribute to increasing the vital characteristics of deep learning. Then, the 

strong area prediction of objects is a wide range of kernels for SVM to classify. This 

is the reason why the results of the proposed method are better than the results of the 

other methods in the same data sets. 

5 Conclusions 

Diabetic retinopathy damages the small blood vessels that nourish the retina. Clas-

sification of diabetic retinopathy fundus image is very challenging because the blood 

vessels in the retinal images are too small. Consequently, using the retinal image 

processing method must be selective, avoiding loss of information in the image. This 

paper proposed the method for classification of diabetic retinopathy using saliency 

and shape detection of objects based on deep Bottleneck U-Net in the retinal blood 

vessels. Then, the diabetic classification depends on the support vector machine. The 

proposed method gives the results better than those of the other methods in STARE 

dataset and DRIVE dataset. To assess the levels of diabetes, the diagnostician must 

initially identify the retinal image with diabetes or not. The result of this paper may 

help the diagnostician to easily do this. However, the proposed method is not able to 

classify different types of diabetic retinopathy. To overcome this shortcoming, in the 

future of work, the proposed method will be improved to detect other features of the 

diabetic. Since then, it can classify different types of diabetic and improve the effi-

ciency of classification.  
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