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Abstract—Human action recognition using skeletons has been employed in 

various applications, including healthcare robots, human-computer interaction, 

and surveillance systems. Recently, deep learning systems have been used in 

various applications, such as object classification. In contrast to conventional 

techniques, one of the most prominent convolutional neural network deep learn-

ing algorithms extracts image features from its operations. Machine learning in 

computer vision applications faces many challenges, including human action 

recognition in real time. Despite significant improvements, videos are typically 

shot with at least 24 frames per second, meaning that the fastest classification 

technologies take time. Object detection algorithms must correctly identify and 

locate essential items, but they must also be speedy at prediction time to meet 

the real-time requirements of video processing. The fundamental goal of this re-

search paper is to recognize the real-time state of human fighting to provide se-

curity in organizations by discovering and identifying problems through video 

surveillance. First, the images in the videos are investigated to locate human 

fight scenes using the YOLOv3 algorithm, which has been updated in this 

work. Our improvements to the YOLOv3 algorithm allowed us to accelerate the 

exploration of a group of humans in the images. The center locator feature in 

this algorithm was adopted as an essential indicator for measuring the safety 

distance between two persons. If it is less than a specific value specified in the 

code, they are tracked. Then, a deep sorting algorithm is used to track people. 

This framework is filtered to process and classify whether these two people 

continue to exceed the programmatically defined minimum safety distance. Fi-

nally, the content of the filter frame is categorized as combat scenes using the 

OpenPose technology and a trained VGG-16 algorithm, which classifies the sit-

uation as walking, hugging, or fighting. A dataset was created to train these al-

gorithms in the three categories of walking, hugging, and fighting. The pro-

posed methodology proved successful, exhibiting a classification accuracy for 

walking, hugging, and fighting of 95.0%, 87.4%, and 90.1%, respectively. 

Keywords—VGG-16, human action recognition, YOLOv3, deep learning, 

OpenPose 
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1 Introduction  

Recognizing human activities has remained among the most significant problems 

in computer vision. The demand for human action recognition algorithms has been 

continuously increasing. These methods have increased in various sectors, such as 

human-computer interaction, video indexing/retrieval, visual surveillance, video 

summary, and video understanding [1] [2]. Deep learning-based algorithms for person 

recognition in computer vision have been widely employed in recent decades. The 

convolutional neural network (CNN) has become a popular tool for solving real-time 

challenges [3]. In various robust and discriminative configurations, the CNN has been 

used for image processing, passenger flow calculations, crowd counting, and object 

recognition [4]. Human activity recognition on the fly has various challenges, unlike 

the detection of off-line activities and identification. It is desirable to identify the start 

and completion points of the action along the time axis and the action type as soon as 

possible [5][6]. 

This article outlines a fast method for detecting human fighting inside organiza-

tions, which is critical for monitoring to achieve real-time security. The idea is based 

on selecting a particular frame for the video from a series of frames using the 

YOLOv3 update to improve the speed of human detection and calculate a safe dis-

tance between them to choose a scenario that depicts a fight or handshake. Addition-

ally, OpenPose and a deep sorting algorithm are used for monitoring people when 

recognizing the instances above, and a pretrained VGG-16 algorithm distinguishes 

human combat. The results we obtained demonstrate the technology’s efficacy. Our 

contributions in this work are described as follows: 

 The collection of primary data consists of three classes: walking, hugging, and 

fighting. The data consist of various fighting and hugging scenes because they are 

similar in computer vision. 

 The modified You Only Look Once (YOLOv3) algorithm increases the speed of 

human detection by changing the filter size with the stride. 

 A new algorithm is proposed to select a frame from a video based on two deep 

learning algorithms (modified YOLOv3 and deep simple online and real-time 

tracking [Deep SORT]) to recognize human fighting in real time. 

The remainder of this paper is organized as follows. Section 2 includes the related 

work, and Section 3 presents the YOLOv3 algorithm. The transfer learning in the 

deep CNN (DCNN) is illustrated in Section 4. Next, Section 5 discusses proposal 

work. The experimental results, discussion, and conclusions are provided in Sections 

6, 7, and 8, respectively. 

2 Related work 

There has been a lot of research on existing machine vision-based fall detection 

systems. Pre-processing stage, feature extraction, classifying, and detection are the 

three phases that make up the algorithm's flow. The focus of the study has shifted to 
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the implementation and improvement of the last two steps. This section provides a 

literature review on human detection, tracking and human action recognition. 

2.1 Human detection and tracking 

Widespread research has examined developing efficient and reliable object detect-

ing systems. Deep learning, which is unquestionably the current de facto approach for 

object detection, has been used in various studies [7][8]. Putra et al. offered a real-

time human and automobile identification system that may be used in intelligent vehi-

cles or advanced driver assistance systems. The technique is based on a modified 

YOLO that employs seven layers of CNNs. The system’s grid cells were changed to 

test the efficacy and capacity to recognize tiny objects and automobiles in real-world 

photos [9]. Ren et al. investigated people counting in real time using video records, a 

critical component of many innovative city applications. In practice, this activity 

frequently encounters issues, such as the inability to analyze recorded films in real 

time or the possibility of mistakes owing to counting irrelevant people. This study 

offers YOLO-based people counting, a unique real-time people counting technique to 

address previously mentioned problems [10]. Ahmad et al. proposed detecting people 

from different angles, namely from above. The deep learning model uses artificial 

intelligence to learn new things. In-person detection from an overhead perspective, 

YOLO, has been investigated. The model is evaluated on an overhead view human 

dataset after being trained on facial image data. Furthermore, overhead view human 

counting was performed using categorized bounding box information [11]. Lei et al. 

presented an object tracking approach based on YOLOv3 and the MeanShift method 

coupled with a Kalman filter to cope with rapidly moving objects and target occlusion 

to improve the tracking speed and accuracy. This approach employs YOLOv3, tracks 

it, and uses the MeanShift technique coupled with the Kalman filter to detect the tar-

get [12]. 

2.2 Human action recognition 

More deep neural models have been developed to solve the action recognition 

problem [13][14]. As a result, skeleton information is increasingly being used in hu-

man activity recognition. Furthermore, the ability to extract skeleton data in real time 

using a single RGB camera makes skeleton-based action analysis even more promis-

ing. Furthermore, human activities may be recognized directly using skeleton data 

[15]. 

Zhang et al. proposed an ergonomic posture identification approach based on three-

dimensional (3D) view-invariant characteristics from a single 2D camera that is non-

intrusive and extensively used on construction sites. In their approach, a multistage 

CNN architecture extracted positions relative to the 3D joint positions and joint angle 

as classification variables based on the detected 2D skeletons. The trained classifier is 

not sensitive to camera views. Three posture classifiers for the arms, back, and legs 

were taught to classify them simultaneously in a single video frame [16]. Liu et al. 

provided a unique and unified framework for skeleton-based posture identification, 
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using a 3D solid CNN to address the problem. In addition, bounding-box-based nor-

malization for raw skeletal data was presented to remove the coordinate discrepancies 

induced by different recording conditions and posture displacements [17]. Further-

more, for the skeleton, Gaussian voxelization was used to describe the posture con-

figuration expressively. As a result, 3D Posture Net, an end-to-end framework based 

on the 3D CNN, was created for comprehensive posture identification. Gatt et al. 

developed a method for identifying abnormal behavior, such as when a person falls. 

Pretrained PostNet and OpenPose posture estimate models are used in this work, 

followed by activity classification using long short-term memory and the CNN [18]. 

Bulbul et al. illustrated how to differentiate human activities using classification and 

machine learning techniques, such as bagging, k nearest neighbors, and others. They 

employed two smartphone sensors, the accelerometer and gyroscope, to do so and 

were able to detect six different activities [19]. Finally, Zhang et al. presented the 

“five-point inverted pendulum model,” which offers a new human posture representa-

tion model for a falling activity that uses an improved two-branch multistage CNN to 

extract and construct the inverted pendulum structure of the human posture in com-

plex real-world settings [20]. 

3 YOLOv3 

The YOLOv3 (unified, real-time object detection) is a CNN that predicts numerous 

box locations and classifications at once. It can detect and recognize targets from the 

beginning to the end. Its most significant benefit is its quickness. Moreover, YOLO is 

the most recent version of YOLOv3, and it is quicker and more accurate than the 

previous versions. Figure 1 presents the network architecture of the YOLOv3 algo-

rithm. 

 

Fig. 1. Network architecture of YOLOv3 [22] 
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3.1 Bounding box prediction 

The YOLOv3 system anticipates bounding boxes, and dimension clusters are used 

as anchor boxes. Let the four border coordinates be denoted by tx, ty, tw, and th. If the 

cell is offset from the top left corner of the image by (cx, cy) and the bounding box has 

a width and height of pw and ph, then the predictions correspond to the following [21]: 

 𝑏𝑥 = 𝜎(𝑡𝑥) + 𝑐𝑥  (1) 

 𝑏𝑦 = 𝜎(𝑡𝑦) + 𝑐𝑦  (2) 

 𝑏𝑤 = 𝑝𝑤𝑒𝑡𝑤            (3) 

 𝑏ℎ = 𝑝ℎ𝑒𝑡ℎ               (4) 

3.2 Class prediction 

Instead of softmax, YOLOv3 employs multilabel classification and independent 

logistic classifiers. Furthermore, during training, it employs binary cross-entropy loss 

to predict the target class [12]. 

3.3 Feature extractor 

Additionally, YOLOv3 uses Darknet-53 to extract features. Darknet-53 can ac-

complish the maximum observed floating-point operations per second with fewer 

floating-point operations, making it more efficient and quicker to evaluate [12]. 

4 Transfer learning in the DCNN 

The DCNN requires large labeled picture datasets [23]. However, in numerous sec-

tors, acquiring and annotating such datasets is difficult and expensive. In the face of 

such challenges, using “off-the-shelf” properties of well-known DCNNs, such as 

VGG-16 [24], which have been pretrained on a large-class natural picture dataset, 

such as ImageNet, has proved effective for picture classification issues through trans-

fer learning [25]. The visualizations at various network layers in the DCNN corre-

spond to many degrees of abstraction in the picture collection [26]. As illustrated in 

Figure 2, the first convolutional (conv) layer receives an image with a size of 224 × 

224 as input. The incoming image is processed through a set of conv layers with a 3 × 

3 receptive field. The conv stride is one pixel long. Five max-pooling layers with a 

stride of two are used for spatial pooling (downsampling). A few conv layers are 

followed by max-pooling layers applied across a 2 × 2 pixel window. There are entire 

conv layers after the set of conv layers [24]. 
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Fig. 2. Basic architecture of VGG-16 [24] 

5 Proposed work 

This section covers methods for recognizing and estimating human posture in vid-

eo frames and preprocessing the incoming video comprising noise reduction and 

frame tuning, as illustrated in Figure 3. For human detection, the number of people 

and distance between them are computed using the modified YOLOv3 algorithms. 

The deep SORT using the deep link scale method tracks people if several individuals 

are in the frame. Partial affinity fields are used to detect crucial points on the human 

body (human posture), and VGG-16 pretraining is used to predict human actions. 
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Fig. 3. Approach flowchart 

5.1 Data augmentation 

Data augmentation aims to produce fresh sample instances, and when the number 

of training samples is limited, it is a great way to improve network resiliency. Such 

methods as rotating 30°, 45°, 90°, or 130°, scaling 15% to 40%, chopping, switching 

the frequency band, vertical or horizontal flipping, and other picture operations are 

used in this research on remote sensing imaging to increase the network generaliza-

tion capacity. The validation and testing sets are not affected by the above activities. 

Rotation and flipping are typically used to expand the number of photographs in the 

training dataset for the YOLOv3 9000. In rotation-based data augmentation approach-

es, input pictures are rotated at various angles of 90°, 180°, and 270°. The input pic-

tures are mirrored horizontally and vertically using flipping-based data augmentation 

methods. Image translations are considered a data augmentation strategy in the litera-

ture research, although they provide incorrect results due to their detection and classi-

fication task limitations. 

5.2 Preprocessing data 

The objective of data preprocessing is to extract relevant information to avoid extra 

data processing costs. The first step is converting the video to frames, then applying a 
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Gaussian filter to reduce image noise and unwanted information [27].The image is 

scaled to match the size of the image sent to the YOLOv3 and VGG-16 algorithms. 

5.3 Human detection and tracking  

Detection. The YOLOv3 algorithm was employed in the human detection pro-

posal, and the leaky activation function was used in the initial YOLOv3 network. A 

rectified linear unit (ReLU) activation function was constructed, which provides all 

negative values for a slope that is not zero. Although the usage effect is more signifi-

cant on a short training set, it is still the most commonly employed ReLU activation 

function in real-life scenarios. Both functions are “unsaturated activation functions.” 

Griffin Huntington was the first to propose the ReLU function. In matrix x, all nega-

tive values are set to zero, but the remainder of the matrix remains intact. The compu-

tation occurs after the convolution; therefore, the tan (h) and sigmoid functions are 

used in the same order. 

In this work, the YOLOv3 is modified to be faster for detecting humans from orig-

inal algorithm. The modification is performed by changing the filter size to 7×7 and 

5×5 instead of 3×3 and 1×1, and the stride is changed to 3 instead of 2. The size of the 

human is considered one of the large objects in the image. Hence, the method does 

not require filters for small sizes that could lead to time-consuming delays in the cal-

culations. Then, the ReLU function to replace the leaky activation function can effi-

ciently decrease the computation, especially when several parameters exist. The mod-

ified YOLOv3 algorithm was used to detect humans, and it detects additional objects 

(80 objects) based on the training COCO dataset. The detection of humans in any 

frame of a video is illustrated in Figure 4. Human action classification only requires 

human detection. Therefore, a human being is exposed and ignored by another being. 

Therefore, the number of human detections is counted. If more than one person is in 

the video frame, the proposed procedure proceeds to the next phase; otherwise, the 

frame and any other procedures are skipped. The distance between two persons is 

measured through the center of the bounding box detected in this stage while as-

sessing whether the frame contains more than one person. Figure 5 demonstrates how 

the bounding box center is determined for two people near each other. 
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Fig. 4. Detection of multiple humans using YOLOv3 

 

Fig. 5. Measurement distance from the center bounding box between two people 

The frame is considered significant by the test distance between two people if it is 

less than a specific value determined in the code. The people are tracked, and the 

distance between them is measured again. The method processes the frames in the 

following stage if the distance in every 120 frames is smaller than the threshold. Thus, 

it takes less time for the algorithm to categorize human behaviors in the video. Fur-

thermore, by testing this method on the dataset, it works in real time. Fighting be-

tween two or more people indoors is one of the most severe threats to the institution’s 

security and must be identified in real time. 

Tracking. The deep learning-based tracking algorithm Deep SORT [28] was used 

for tracking a person from the top perspective, as illustrated in Fig. 6. The two prima-

ry components are the frame-by-frame data association technique and Kalman filter-

ing. The filtering evaluates the tracks that already exist in the current video frames. It 

      (centerX1, centerY1) (centerX2, centerY2) 
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uses 𝑥′, 𝑦′, ℎ′, 𝛾′, u, v, h, and 𝛾, where 𝑥′, 𝑦′, ℎ′, and 𝛾′ monitor the velocity of each 

detected bounding box coordinate and (u, v, h, 𝛾) is the bounding box location [28]. 

The Kalman filter is used with Deep SORT, linear observations, and the constant 

velocity. As a result, the position of each existing track in the current frame is predict-

ed in the next frame. The track is estimated using the bounding box spatial infor-

mation. An appearance descriptor acquires feature extraction for appearance infor-

mation at each detection and tracking instance. The CNN model is used to train this 

descriptor. The trained model extracts the features, and a feature vector is created. 

The vector groups the aspects of the same identity, whereas features with distinct 

identities are separated [27]. 

 

Fig. 6. Top-view person tracking with Deep SORT: A general framework [28] 

The new detection results can be connected with the current tracking results in the 

subsequent frame using the information extracted from the appearance descriptor. A 

detection threshold is set for this reason, ensuring that the low detection results are 

ignored. Each detection result is now linked to a threshold in the next frame. The 

Deep SORT method uses a cost matrix to describe the appearance and spatial similari-

ties between new detections and tracks objects/people using two distance values, 

represented as follows [28]: 

 𝑑1(𝑖, 𝑗) = (𝑑𝑗 − 𝑦𝑖)
𝑇

𝑆𝑖
−1(𝑑𝑗 − 𝑦𝑖).  (5) 

In the equation above, 𝑦𝑖  and 𝑆𝑖 symbolize the 𝑖𝑡ℎ the measuring space in the pro-

jection track, and for the 𝑗𝑡ℎ new detection, 𝑑𝑗 is used. This is also known as the Ma-

halanobis distance, which is the calculated difference between the new detection 𝑗𝑡ℎ 

and the estimated position 𝑖𝑡ℎ track. Furthermore, the Mahalanobis distance threshold 

between improbable connections is eliminated using the measure mentioned above 

the 𝑗𝑡ℎ  detection and the 𝑖𝑡ℎ track, as given in [28]: 
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 𝑏𝑖,𝑗
1 = 1[𝑑(𝑖,𝑗) < 𝑡].  (6) 

The following equation is used to estimate the second distance value, which repre-

sents the appearance information [28]. The lowest cosine distance between the 𝑗𝑡ℎ  

detection and the 𝑖𝑡ℎ track was determined using this second distance value as fol-

lows: 

 𝑑2(𝑖, 𝑗) = min(1 − 𝑟𝑗
𝑇𝑟𝑘

(𝑖)
|𝑟𝑘

(𝑖)
𝐸𝑅𝑖).  (7) 

The appearance descriptor is r in the above equation, and 𝑅𝑖 describes the appear-

ance of at least 100 items (people) in the 𝑖𝑡ℎ track. To set the threshold between the 

association tracks, we used the following [28]: 

 𝑏𝑖,𝑗
1 = 1[𝑑(𝑖,𝑗) < 𝑡].  (8) 

If the distance value is small, it equals 1, and 0 is significant. For more details, we 

refer to readers to [28]. We estimated the cost function using the following matrix: 

 𝑐𝑖,𝑗 =  𝜆𝑑(𝑖,𝑗) + (1 − 𝜆)𝑑(𝐼,𝑗).  (9) 

The gate function is given as follows [28] to match the spatial information: 

 𝑏𝑖,𝑗 = ∏ 𝑏𝑖,𝑗
𝑚2

𝑚=1 .       (10) 

If the value of the above equation is 1, the appearance and spatial gate functions 

are equal, and the value is 0 if they are not. It also suggests that (i, j) is a genuine 

match between appearance and spatial data. As a result, the detections and tracking in 

each new video frame are connected with the above cost and gate functions. For pro-

cessing, tracking in the video sequence continues in the next new video frame when 

the new detection is effectively connected to the current track. It is set to zero if it is 

not connected or matched. Thus, the new detections fail in such a scenario. When new 

detections fail to correlate with existing detections in frame f, the new detections are 

started as tentative tracks. The Deep SORT algorithm validates and associates addi-

tional detections in subsequent (f + 1), (f + 2), ..., (f + t) tentative frames. That track is 

confirmed for tracking and updated as long as it is effectively linked. Otherwise, it is 

removed right away [27]. 

5.4 Human action classification 

The proposed method for detecting the 2D stance of many individuals in a picture 

was demonstrated. The method employs a nonparametric representation known as 

part affinity fields to link body parts with people in the picture. The design stores the 

global context, enabling a greedy bottom-up parsing phase to provide real-time speed 

while maintaining excellent accuracy, regardless of the number of individuals in the 

image. Through two branches of the same sequential prediction process, the architec-

ture is meant to learn the part locations and their associations jointly [32]. The charac-

teristics of the earlier layers of a pretrained CNN frequently include edge and color 
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information. However, the subsequent layers have properties more relevant to the 

class features. The parameters of the last layers require little or no fine-tuning [23]. 

Only the last three layers of the VGG-16 were fine-tuned in this study. In addition, 

VGG-16 was trained on over a million images, and it can classify photographs into 

1000 different categories [24]. These 1000 classes are configured in the last three tiers 

of VGG-16, which need to be fine-tuned for a newer categorization task [29-31]. All 

layers except the last three are extracted to fine-tune the network. The previous three 

layers are replaced with an fc layer, softmax layer, and classification output layer to 

move the layers to the new classification task. The size value for this work is three, 

corresponding to the number of classes, such as walking, embracing, and fighting. 

6 Experimental results 

6.1 Data description 

The evaluation and training of the proposed model were based on a dataset collect-

ed in an indoor establishment. The RGB dataset was collected using a single Panason-

ic HC-MDH2 AVCHD camera, recorded in full high definition (1920 x 1080p). A 

dataset to identify the situation was created that simulates reality. The camera was 

installed on a tripod in an enterprise building in our trial setup. Figure 7 illustrates the 

three types of postures: walking, hugging, and fighting. Two individuals of varying 

ages and physical features completed each stance. Each posture was collected at three 

distinct orientations and distances from the camera to improve the variety of the da-

taset and assess the capacity of the system to handle size and orientation changes. The 

distance ranges from 1 to 5 m, with an orientation angle of 0° to 360°. The dataset 

contains 6558 observations for training and testing the suggested system. Table 1 

explains each class account. The dataset was divided into two subsets for both ap-

proaches, with 80% used for training the systems and 20% for testing. 

 

(a)   (b)    (c) 

Fig. 7. (a) Walking, (b) fighting, and (c) hugging 
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Table 1.  Account for each class in the videos 

Categories Number of frames Size of video 

Walking 2226 157.140 KB 

Fighting 3819 231.624 KB 

Hugging 513 31.326 KB 

6.2 Results 

The proposed technique was tested on datasets acquired by a video camera in a 

building, with postures calculated from the RGB videos. Confusion matrices were 

used to examine the proposed algorithm performance using the predicted postures 

from our dataset. This assessment tool involves comparing reference postures to 

common postures. The genuine classes are represented by the rows of matrices, 

whereas the columns represent the anticipated classes. As indicated in Table 2, practi-

cally all classes had strong recognition scores. The walking courses had a 95% accu-

racy rate in the setting. However, a significant misunderstanding occurred between 

the hugging and fighting classes, with accuracy rates of 87.4% and 90.1% for the 

RGB photos, respectively. The visual resemblance in silhouette appearance between 

the hugging and fighting stances explains this misclassification. 

Table 2.  Confusion matrix of human action recognition 

Postures Walking Hugging Fighting total 

Walking 2114 45 67 2226 

Hugging 0 3338 481 3819 

Fighting 13 38 462 513 

 

This section of the results reveals the speed and accuracy of the YOLOv3 modifi-

cations performed during this research. In the case of processing a single image, as 

depicted in Figure 8 and Table 3, when the activation function changes, both accuracy 

and speed are affected. The amount of processing may be lowered and the detection 

speed raised by increasing the filter size and stride because we aim to improve 

YOLOv3 to improve the classification time. The final comparison of accuracy with 

speed is primarily compared using the original method and modifications of the acti-

vation function. The improved YOLOv3 reduced the accuracy by 4% while increas-

ing its speed by around 16%. Thus, the YOLOv3 modification was successful. It is 

used in specific applications, especially those containing large and transparent ob-

jects, by taking advantage of its speed in identifying objects in real time. 
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Table 3.  Time and accuracy of different neural networks under the Darknet network (time 

units: seconds) 

Algorithms Accuracy Time Cost 

Original YOLOv3 0.99 0.509 

YOLOv3 + tan() activation 0.93 0.60.2 

YOLOv3 + softmax() activation 0.94 0.583 

YOLOv3 + ReLU() activation 0.95 0.471 

YOLOv3 our modified 0.95 0.349 

 

Fig. 8. Timing and accuracy comparison of various activation functions in the Darknet net-

work (time units: seconds) 

7 Discussion 

The proposed technique could be applied in practice while fulfilling real-time re-

quirements due to high precision and low processing complexity. Many design alter-

natives are dependent on unique use cases and environmental restrictions. Real-time 

human fighting action recognition has been fraught with issues. The complicated 

procedure comprises attribute extraction, data collection, hardware, and classification 

algorithms. The data collection used to train any model either does not contain all 

occurrences or is insufficient. The dataset used in this study simulates a portion of 

human fighting action recognition, on which this study is based. Through training, 

this data collection was demonstrated to detect fights effectively between people in 

buildings. Human recognition was sped up by tweaking the YOLOv3 algorithm and 

choosing a specified number of movie frames. Many applications have been used to 

classify human activities using the skeleton approach with pretraining with the VGG-

16 algorithm. 
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8 Conclusion 

This paper presented new solutions in real time for automatic human fighting ac-

tion recognition using an RGB camera. This proposal designed a method using visual 

data provided by an RGB camera. The approach uses YOLOv3 and Deep SORT to 

detection and track people and choose several frames with critical situations. The 

VGG-16 algorithm with OpenPose was employed to categorize 2D photos. The sug-

gested approaches were tested using a dataset on fight scenario recognition inside 

building. The approach performed similarly in the real case to fight, it had a good 

level of accuracy. 

Furthermore, the technique demonstrated a high level of stability for key perturba-

tion elements, such as size and orientation changes. This paper provides many ap-

proaches for creating effective situation recognition systems depending on the use 

cases and application limits. The methods that use RGB pictures, for example, are 

suitable for indoor real-time situations, and the poses may be easily identified in such 

an environment, independent of the lighting conditions. 
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