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Abstract—WiMAX is a new wireless metropolitan area
networks technology based on IEEE 802.16 standard.
WiIMAX can provide high-speed connection for Internet.
IEEE 802.16 standard is an open broadband wireless access
technology, which supports high data rate and multimedia
communications. Scheduling plays an important role in
providing quality of service (QoS) support to multimedia
communications. IEEE 802.16e defined two topology
architectures: point-to-multipoint and mesh. In this paper,
an adaptive resource scheduling algorithm with QoS
guarantees is proposed for WiMAX mesh mode. The
scheduling order is determined according to the priority,
QoS satisfaction and topology information of service flows
in this algorithm. The system throughput, rtPS packet loss
rate and nrtPS throughput of different algorithms are
compared by simulation. Simulation results show that the
proposed adaptive resource scheduling algorithm can meet

various QoS requirements and increase the system
throughput.
Index Terms—Mesh mode, QoS, resource scheduling,

WIMAX

L INTRODUCTION

IEEER02.16 standard, also known as WiMAX, is the
one of the most important technologies for providing a
Broadband Wireless Access(BWA) in a metropolitan area.
With advantages of high transmission rate and predefined
Quality-of-Service(QoS) framework, the IEEE802.16
standard has been developed to deliver a variety of
multimedia applications with different QoS requirements.
However, the IEEE802.16 standard only defines the QoS
framework and signaling, but do not specify the
scheduling algorithm that will ultimately provide QoS
support. Scheduling algorithm is to make the users for
sharing resources(available channels).

The medium access control(MAC) layer supports point-
to-multipoint(PMP) architecture primarily, with an
optional mesh topology. The main difference between the
PMP and the mesh mode is that in the PMP mode traffic
only occurs between the BS(base station) and
SSs(Subscriber station), while in the mesh mode traffic
can be routed through other SSs and can occur directly
between SSs.

The resource scheduling algorithms about WiMAX are
always based on the PMP mode. In this paper, the
resource scheduling algorithm based on the mesh mode is
given. We use graph coloring in the scheduling algorithm,
which is a common method to solve resource allocation
problems. The author T. H. Zheng proposed a network
controlled spectrum access scheme where users behave
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collaboratively to optimize spectrum allocation for the
entire network. The author developed a graph-theoretical
model to characterize the spectrum access problem under
a number of different optimization functions, and devise
rules for users to utilize available spectrum while avoiding
interference with its neighbors. In this paper, using the
resource scheduling algorithms in PMP mode and the
graph coloring, a new resource scheduling algorithms in
mesh mode is proposed.

II. RESOURCE SCHEDULING ALGORITHM

A.  Service Type

WiIiMAX defines five types of services: Unsolicited
Grant Service(UGS), Real-time Polling Service(rtPS),
Extended real-time Polling Service (ertPS), Non-real-
time Polling Service(nrtPS) and Best Effort(BE).
Different  service  type  has  different QoS
requirement(such as the maximum latency, the minimum
reserved data rate and so on ).

B.  Network Topology and Definition

Fig.1 illustrates the network topology. There are N
vertexes in the network topology, each vertex denotes a
pair of transmitter and receiver, M channels can be used
during scheduling time. N vertexes share the M channels,
so two vertexes within certain distance of each other can
conflict if using same channel. In network topology, two
vertexes connected with each other cannot use the same
channel. We assume that environmental conditions such
as vertex condition, available channel are static during
channel allocation process.

is to find an

Network topology
The essence of channel allocation
appropriate distribution of channels among vertexes so
that they can coexist. In this paper, we assume the
distribution is based on the service type, QoS requirement
and the network topology.

Variables are defined as follows:

Figure 1.
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®  We assume scheduling cycle as the frame length.

® At beginning of each scheduling cycle, there are N
vertexes indexed from 1 to N competing for M
channels indexed from 1 to M.

® Jet L= {ln’m \ ln’m €(0,D)} s
channels for each vertex. The channel m is available
for vertex n if ln’m =1. Eln’m denotes the number of

denote available

available channels for vertex n. Due to difference in
service type, QoS requirement and the network
topology, different vertex can get different available
channels.

® Let p,, express the length of packet i that belongs
to vertex n. i express the packet’s type,
i =1,2,3 show that the packet i belongs to rtPS,
nrtPS or BE respectively.

® Let R={r,,}yau
gets by acquiring available channel m successfully.
7, ,, represents the maximum bandwidth/throughout

denote the reward that vertex n

that can be acquired (assuming no interference from
other neighbors). In this paper, we assume the
vertex can get the same reward in each channel, so
r, can be simplified as 7.

n,m

® Let d,, express the number of channels to deliver

the packet i that belongs to vertex n, d,, = [ &} :
’ r

® We use g, ,to express the queue length of traffic

flow with i type that belong to vertex n. If ¢, =0
, that means there is no packet to be delivered of

connection j.

® We characterize interference between two
competing vertexes by a constraint set. Let
C={ cumlCuim E10,1}} v represent the

interference constraint, where if ¢, =1, vertex n
and k£ would cause interference if they use the
channel m simultaneously.

® We define a valid channel assignment
A={a,,la,, €01}, , ., where a, =1 denotes
the channel m is allocated to vertex n. A satisfies all
the constraints defined by C, that is,
a,, a.,=0,fc =1, VnkeEN meM.

n,m

C. Optimization Problem

The objective of the channel allocation is to maximize
the overall system throughput while guaranteeing the QoS
requirement, which is formulated into the following
constrained optimization problem:

N M
max a, Fonm (1)
subject to
a,, 4, =0, ¢, =LYnkENmEM (2)
M
0<Ya,, =M 3)
VVk = ZtPS’ VkEQnPS “4)
34

Iy = rnrtPS’ VkEQnrtPS (5)

Q ,cand Q  express the rtPS packet set and nrtPS
packet set separately. (4) and (5) correspond to the Qos
requirements in terms of delay and transmission rate.

Here T, and 7, ., are the maximum latency of rtPS type

and minimum reserved rate of nrtPS type respectively.

The optimization problem above is hard to solve since
there are many parameters that should be taken into
account which render the implementation very
complicated. So we give a feasible scheme.

D. Adaptive Resource Scheduling Algorithm:

First, we design the priority function of different service
type.

For each rtPS packet, we define ®.

in,j

its priority
function as:

1 1
Bops————> i F,;=1
®,, =1 DrlE,, ’ (6)
ﬂrtPS’ if E}m/ <1
TrrPS - Vth j
R )

g

where g . €[0,1] is the rtPS-type coefficient, D, is

the number of vertexes which are conflict with vertex n
and the F, . is the delay satisfaction indicator, which is

defined as the ratio of waiting time packet i can continue
enduring to the guard time. Where W, . denotes the
packet waiting time and 7, is the guard time. Usually 7,
is set as frame length. If 7, <1, the packet i should be
sent immediately to avoid packet drop due to delay
outage, so ®. .is set to a high value B T F, . =1

in,j in,j

, the delay requirement is satisfied, and the priority

function is quantified as £, ﬁL Large value of

n in,j

F; ., indicate high degree of satisfaction, which leads to
low priority.

For each nrtPS packet, we define®, ., its priority
function as:

1 1
_— if F =1
(I)[_’n’j _ ﬁnrtPS Dn +1 F;,n’j > lf‘ in,j = (8)
ﬂnrtPS’ lf‘ F;,n,j < 1
p,, -l ©)
_ _ » rnrtPS
Fing (t+1) =riny (£)(1=1/2,) 41, (2)/1,  (10)

where .. €[0,1] is the nrtPS-type coefficient and
the F,, ; is the rate satisfaction indicator, which is
defined as the ratio of average transmission rate of packet

i to the minimum reserved data rate. The average
transmission rate is estimated over a window ¢, .

IfF,

in,j

<1, the packet i’s average transmission rate is less
than minimum reserved data rate, ®,, is updated to a
high value

ps - 1 F, =1, the rate requirement is
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satisfied, and the priority function is quantified as

1
/))nrtPS Dn +1 E’n’j

degree of satisfaction, which leads to low priority.

. Large value of F, ; indicate high

For each BE packet, we define ®,, ., its priority
function as:
1
O = —_—
in,j ﬂBE Dﬂ +1
where S, €[0,1] is the BE-type coefficient. Since no
QoS requirement is for BE type, the priority function is

an

equal to 5, %
+

In each round of scheduling process, the scheduling
order is based on the @, .

At the beginning of scheduling time #, we initialize the
parameters, e.g./, =1, 4a,, =0, Y nEN,mEM.
Step 1: Update g, , . We calculate the Eln’m for the vertex

n if it has packet to deliver(it means ¢, =0). If
there exist zlm = (), go to step 2, else, go to step 5.

Step 2: Calculate @, , , of the packets based on equation
(6), (8) and (11).
Step 3: Find out the packet that has largest®, ., the

length of the packet is p, . Then, calculate the

number of channels to deliver this packet:

di,n = [ﬁ“
7

Ifd,, < El’””’ give d,  channels to the packet, go

(12)

to step 4. Ifd, , > Elm ,setq,, =0,gotostep .

Step 4: Update the parameters of vertex n, e.g./

n,m >

a, ,and the other vertexes’/ = which are conflicted

with vertex n, and then go to step 1.

Step 5: Transmit the packets based on the scheduling
results and the scheduling cycle is finished.

III. COMPARATIVE ALGORITHMS

A. Graph coloring algorithm:

In each scheduling time, the scheduling order is based

ontheCDl.nj.

1
D, = 13
Ln,j Dn+1 ( )

where D, is the number of vertexes which are conflict

with vertex n. From equation (13), we can see that the
packets of different type belongs to the same vertex have
the same priority function. We suppose that the packets
belong to the same vertex have a fixed scheduling order,
that is rtPS, nrtPS and BE.
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B.  Priority algorithm:

First, define the priority function of different service
type.

For rtPS packet, @, . is defined as follows:

1
/))rtPS_’ lf‘ E,n,j 21
o, .= E.. (14)
ﬁrtPS’ lf‘ F:',n,j < 1
T ,.-W .
F. . = nPs T imj (15)
SN, J Tg
For nrtPS packet, @, . is defined as follows:
Bops——r  if F,, =1
wtPS 0 < in,j =
o, = F,, (16)
ﬂnrtPS’ lf‘ F:',n,j < 1
Vin,j t
Foo= (t) (17)
nn,j
rnrtPS

Fini (t+1) = rin; () (1=1/2, )47, (¢)/2, (18)
For BE packet, @, is defined as follows:

q)i,n,j = /))BE (19)

The meanings of letters in function (14) to function

(19) are same as described in section II. In each round of

scheduling process, the scheduling order is based on the
value of @, .

IV. SIMULATION RESULTS

In the simulation, we assume there are 10 vertexes in
the system and each has rtPS, nrtPS and BE connections
respectively. The system generates 100 network
topologies of 10 vertexes randomly.

Here we define length of packet is 1000 bits, and the

coefficient of each type of service as: g =1,

B..ps = 0.8, B, =0.6. The length of frame is set to Sms
that is the scheduling cycle. The simulation time is 100s,
and ¢ is 1000ms. We suppose the packet arrival process
is Poisson distributed, each connection with its own
traffic rate as in Table 1. Table I gives the maximum
latency of rtPS packet and minimum reserved rate of
nrtPS packet. We set the minimum reserved rate to be

85% of average traffic rate as usually defined in the
standard. The channel rate is 200kb/s.

TABLE 1. SERVICE PARAMETERS
rtPS nrtPS BE
traffic maximum traffic minimum traffic
rate latency rate reserved rate
(kb - s (ms) (kb - s rate (kb - s
(kb . s
20-200 30 40-400 34-340 80-800

In fig. 2, we compare the system throughput under our
scheduling algorithm with graph coloring algorithm and
priority algorithm. It can be observed that the system
throughput increase as the total traffic rate changes for the
three algorithms. When the total traffic rate is small, the
system throughputs of the three algorithms are same and
equal to the total traffic rate. This means that in the
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simulation process all the packet are sent successfully.
When the total traffic rate is large, the graph coloring
algorithm achieves the highest system throughput than
other algorithms. And adaptive algorithm’s system
throughput is higher than priority algorithm’s system
throughput.
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Figure 2. System throughput versus total traffic rate

Fig. 3 show the variation for packet loss rate of rtPS as
traffic rate of rtPS changes. We can see that packet loss
rate of rtPS for graph coloring algorithm increases as the
traffic rate of rtPS changes. Packet loss rate of rtPS for
adaptive algorithm and priority algorithm are zero and
remain unchanged, this is because that the priority
functions take the Qos requirement into account for
adaptive algorithm and priority algorithm.
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Figure 3. Packet loss rate of rtPS versus traffic rate of rtPS

Fig. 4 demonstrates the variation for throughput of
nrtPS as the traffic rate of nrtPS changes. The throughputs
of nrtPS for the three algorithms raise when the traffic rate
of nrtPS increases. When the traffic rate of nrtPS is
small(400kbps-2000kbps), three algorithms have same
performance and the throughputs of nrtPS for the three
algorithm are equal to the traffic rate of nrtPS. When the
traffic rate of nrtPS is large (2400kbps-4000kbps), the
graph coloring algorithm has the largest throughput of
nrtPS , the reason is that graph coloring algorithm
guarantee the QoS of nrtPS at the expense of QoS of rtPS.
The throughput of nrtPS for adaptive algorithm is larger
than throughput of nrtPS for priority algorithm.

36

4000

T T T T

—e—‘grapﬁ coIorling aliqorithr‘n
3500 —a— priority algorithm

: .
3000 —a—adaptive algorithm

2500
2000
1500
1000

throughput of nrtPS ( kbps )

500+

05400 800 1200 1600 2000 2400 2800 3200 3600 4000

traffic rate of nrtPS ( kbps )

Figure 4. Throughput of nrtPS versus traffic rate of nrtPS
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