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Abstract—Women population screening using mammography has dramati-

cally reduced breast cancer rates worldwide. Nowadays, in many countries, the 

prevention of breast cancer policy is based on frequent and repeated mammogra-

phies, followed by breast ultrasound and if necessary, by histological examina-

tion in the biological material of the biopsy. However, evaluating mammography 

findings is considered as a difficult process which can properly performed only 

by a highly experienced and well-trained medical staff. Subsequently, the inter-

pretation of those findings could be easily influenced by subjective factors and 

therefore can be prone to diagnostic errors as evidenced in the present study. 

Breast MRI, is a diagnostic practice indicated in cases of high breast density and 

at the same time, a high-cost examination for healthcare systems. Furthermore, 

genetic testing that is used to diagnose hereditary breast cancer, represents a small 

proportion of breast cancers and at the same time it is a high-cost specialized test. 

Even the most widely used biopsy, Fine Needle Aspirate (FNA), in some cases 

involves risks and provides false negative results. This study presents a novel 

intelligent Clinical Decision Support System (CDSS), which uses data from com-

mon practice, non-invasive and low-cost diagnostic tests, together with medical 

health record, in order to provide clinicians with a viable, cost-effective and ac-

curate diagnostic solution. After implementing several algorithms, Random For-

est classifier showed the highest values of sensitivity 96,2 %, specificity 94,6%, 

PPV 96,2% and NPV 94,6%, being thus an effective algorithm in the develop-

ment of our innovative CDSS model aiming to constitute a very useful tool in 

clinical practice for breast cancer early diagnosis. 

Keywords—breast cancer, clinical decision support system, mammography, 

breast ultrasound, Random Forest classifier 

1 Introduction 

Breast cancer is considered “an insidious enemy” that is taking on ever-increasing 

proportions posing a major public health problem [1], [2]. It is a highly heterogeneous 
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disease and varies in its aetiology and pathological features. Regardless of the develop-

ment level of the countries, breast cancer is the primary cancer that affects the female 

population, in terms of annual new cases. Global Cancer Observatory (GLOBOCAN) 

reports that Breast cancer is the most common type of cancer among women in 157 

countries, in 2020 [3]. Breast cancer can occur in women of all ages after adolescence 

and its onset is affected by multiple risk factors [4]. According to World Health Organ-

ization (WHO) [3], in 2020, there were 2.3 million women diagnosed with breast cancer 

and 685 000 deaths all over the world. Breast cancer is considered as a prevalent cancer, 

as of the end of 2020, there were 7.8 million women who were diagnosed with breast 

cancer in the past 5 years and stayed alive [3]. According to world statistics, women 

who were diagnosed with breast cancer had lost more Disability-Adjusted Life Years 

(DALYs) than those who suffered by other types of cancer [5]. These numbers reflect 

the enormous impact of breast cancer on the global community as well as the need for 

urgent scientific collaboration for the prevention, early diagnosis, and effective treat-

ment of the disease [5]. Regarding Greece, breast cancer is the most common type of 

cancer in women, and also responsible for most deaths due to cancer. In fact, it is the 

third leading cause of cancer death in the general population. This is translated to 7,772 

women who were first diagnosed with breast cancer in 2020 and 2.333 who died of the 

disease [3].  

Prevention and early diagnosis are crucial in dealing with the scourge of breast can-

cer. Early detection is the cornerstone of breast cancer control and is the right basis to 

achieve an improvement in breast cancer prognosis and survival rate. The earlier the 

disease is detected, the better the prognosis for patient survival, resulting to the avoid-

ance of difficult treatments [6]. Each case of the disease must be treated individually as 

a new entity in order to achieve optimal management and treatment.  

According to the European guidelines and protocols for the management and screen-

ing of women with possible breast cancer, mammography (MAMMO) is considered as 

the reference diagnostic tool [7]. Subsequently, breast Ultrasound (US) is used as a 

complementary medical imaging modality and in more rare and special cases of ex-

tremely dense breasts, Magnetic Resonance Imaging (MRI) is also performed [7]. 

These recommendations [7] are mainly for women with an average risk of breast cancer 

and not an increased risk due to genetic predisposition (mutations in the BRCA1 and 

BRCA2 genes or due to race/ethnicity [8]). The recommendations suggest that effective 

policy making to address breast cancer burden requires meaningful discussion and in-

volvement of various stakeholders [7].  

In more detail, MAMMO examination is the main method of breast imaging [9]. It 

is used for both diagnostic testing and symptomatic diagnosis. Breast imaging results 

are classified using the BI-RADS (Breast Imaging-Reporting Data System) [10] clas-

sification system. BI-RADS is a grading system that summarizes the findings of 

MAMMO. It facilitates the monitoring of the results and reduces the confusion in their 

interpretation. It is divided into seven categories, as presented in Table 1 [10]:  
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Table 1.  BI-RADS categories 

0 
Insufficient examination. Additional imaging assessments and examinations or previous MAMMOs 
are required for comparison. 

1 Negative.  

2 
Benign findings. There is a 0% chance of some malignancy. The evaluation is normal and the findings 
can be cysts, lipomas, benign calcifications, typical fibroadenomas, etc. 

3 
Probably benign findings. There is theoretically a non-palpable lesion, with a <2% chance of malig-
nancy.  

4 

Findings suspected of malignancy. There is up to a 94% chance of cancer. This category is divided 

into 3 subcategories, BIRADS 4a (2-9%, low probability of malignancy), BIRADS 4b (10-49%, mod-

erate probability of malignancy) and BIRADS 4c (50-94%, high probability of malignancy).  

5 
Findings with a strong indication of malignancy. The probability of malignancy is over 95% and sur-

gery is required, as well as appropriate measures. 

6 Known and biopsy-proven malignancy.  

 

Also, breast density is classified into four categories according to ACR (American 

College of Radiology), specifically it is defined as A for almost entirely fatty breasts, B 

for breasts with scattered areas of fibroglandular density, C for heterogeneously dense 

breasts and D for extremely dense breasts [10]. BI -RADS can be used as a tool for risk 

assessment and quality assurance of results. The latest edition [10] features the findings 

of both US and MRI. However, the most common application of the aforementioned 

calibration is in MAMMO. Whereas it is the only tool for evaluating mammography 

findings, sometimes it can lead clinicians to wrong conclusions. Specifically, in cases 

where MAMMO belongs to one of the middle categories, such as 3 and 4, there is an 

increased concern by the surgeons side, regarding the handling of the woman's case as 

several studies have shown that the sensitivity of the examination is around 80% [11], 

[12]. In fact, the middle BI-RADS categories have been proven several times to lead 

the diagnosis to false negative results, thus preventing surgeons from drawing safe con-

clusions. In these cases, the breast surgeon is called upon to investigate, through sur-

gery, the possibility of the existence of an underlying malignancy. BI-RADS 1, 2 and 

5 provide clinicians with a clearer picture of the breast condition based on their proba-

bility. BI-RADS 6 malignancy is examined by biopsy so there is also no margin for 

error. As regards BI-RADS 0, this is a special category in which no conclusion can be 

drawn about the breast condition due to the ambiguity of the result as to the likelihood 

of malignancy. According to the literature, it is often observed in dense breasts, where 

MAMMO misses many cancers [13]. The aforementioned weaknesses of the BI-RADS 

classification system motivates the scientific community to seek methods to “enhance” 

the diagnostic tool of MAMMO. 

As mentioned above, breast US is the complementary examination to MAMMO dur-

ing the diagnostic process [7]. It is a particularly important diagnostic test as it can 

provide critical information about breast findings. According to the American College 

of Radiology [10], utilizing breast US examination is essential for characterizing the 

suspicious mass using morphological features such as shape, margin and orientation. 

Feature categories, such as vascularisation, hardness and echogenicity characteristics, 

as well as techniques such as colour or dynamic Doppler and elastography, can contrib-

ute in valuable information for drawing appropriate conclusions about the mass under 
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investigation [10]. However, there are some cases where its results do not allow experts 

to draw safe conclusions. According to extensive studies [14], [15], US can lead to false 

positive or false negative outcomes, especially in asymptomatic women. In particular, 

US cannot detect the presence of calcifications. Also, both US and MAMMO cannot 

detect diffusely growing cancers that do not have a discrete mass, leading to false neg-

ative results. In addition, sometimes there is an overlap between benign and malignant 

lesions, which can lead to either false negative or false positive results if they are not 

thoroughly evaluated by experienced radiologists. The accuracy of US examination 

may vary depending on the morphology of breast cancer. For example, stellate lesions 

in fatty breasts and lesions accompanied by microcalcifications cannot be readily de-

tected by US [15]. US should be used to enhance diagnosis with the information it 

provides on the morphology and other characteristics of the specific area of interest. 

While in cases where mammographic findings cannot be correlated with ultrasound 

findings, Mammographic results should be taken into account in order to avoid an in-

correct diagnosis [14].  

Breast MRI is the diagnostic test that is complementary to the aforementioned ex-

aminations and increases the diagnostic yield in cases of dense breasts. The use of MRI 

in the process of diagnosing breast cancer has increased significantly in recent years. 

MRI is a test with a high sensitivity but less specificity than other imaging methods 

[10]. For this reason, the use of this test is a matter of controversy for the scientific 

community, as it raises legitimate concern for possible overtreatment and it has been 

shown to cause delays in diagnosis in specific cases [9][10]. In particular, it often leads 

to increased rates of lateral and bilateral mastectomy without certain improvement in 

survival rates for patients. The inclusion of breast MRI, as a diagnostic practice, is in-

dicated in cases of very dense breasts (ACR 3-4) and is a high-cost test for the 

healthcare system [16]. For that reason, MRI is not suitable for systematic use during 

the diagnostic procedure, however there are specific cases where its diagnostic value is 

unquestionable [17].  

Regarding genetic testing used to detect mutations implicated in breast cancer, due 

to the small percentage of women with hereditary breast (5 – 10% of breast cancer 

patients) and the high cost of genetic testing, its universal application is an inefficient 

strategy for healthcare systems [18]. 

Finally, FNA is the most popular, non-imaging, invasive test used in the breast can-

cer diagnostic process. FNA is a minimally invasive biopsy method and is particularly 

preferred when lymph node infiltration needs to be assessed. However, according to 

information from the medical community, FNA test carries certain risks, such as bruis-

ing, hematoma, infection, pneumothorax (if the needle is pushed deep into the chest 

area) and pain. Furthermore, the need for evaluation by an experienced cytopathologist 

for the diagnosis is noted [19].  

In conclusion, taking into account the vulnerabilities of the aforementioned diagnos-

tic tools for the detection of breast cancer, this study presents an innovative intelligent 

Clinical Decision Support System (CDSS) that integrates the features of two non-inva-

sive and low-cost diagnostic methods, MAMMO and US, combining them with the 
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features of patient's individual medical record, in order to provide clinicians with a vi-

able, cost-effective and accurate diagnostic solution. The proposed system aims to untie 

the hands of clinicians in critical decisions concerning women's health outcomes. 

2 Related work 

Numerous risk assessment models have been developed in order to quantify the com-

bined effect of various risk factors and to predict either the risk of breast cancer, the 

risk of having a high-risk genetic mutation, especially in the BRCA1 and BRCA2 

genes, or the risk of both, using Statistical modeling. These breast cancer risk assess-

ment models can be divided into those that use mainly hormonal and environmental 

factors and those that focus more on hereditary risk [20]. The most well-known hormo-

nal/environmental models (e.g., Gail Model [21], Care Model [22], Barlow Model [23], 

Tice Model [24], Bodian Model [25]) include factors such as age at menarche, age at 

first childbirth, etc., pathological factors (e.g., number of previous breast biopsies) and 

hereditary factors (e.g., first-degree relatives of women with breast cancer). Another 

class of models for estimating genetic mutations are the genetic mutation prediction 

models or the inherited Models, such as Myriad I [26] and II [27], Penn and Penn II 

[28], Bellcross [29], etc. These models are used to determine the risk of deleterious 

mutations, mainly in the BRCA1 and BRCA2 genes in order to assist doctors in deter-

mining the women who are in need of genetic counselling. There are also combined 

models, such as Tyrer-Cuzick [30], which estimates a woman's risk of carrying a 

BRCA1 or BRCA2 mutation and her risk of developing breast cancer (invasive or in 

situ) over time, taking into account hereditary, hormonal and pathological risk factors. 

Concerning breast cancer, a CDSS could assist clinicians in diagnostic decision mak-

ing as it can provide information about the risk of developing the disease in specific 

patient cases [31]. Numerous published studies refer to CDSS for supporting diagnosis 

of breast cancer patients based on MAMMO, breast US and MRI image analysis (i.e. 

image preprocessing, segmentation, feature extraction, and classification), applying a 

variety of machine learning (ML) algorithms (e.g., k- Nearest Neighbor (k-NN), Sup-

port Vector Machine (SVM), Binary- Logistic regression (LR)) in order to increase 

diagnostic performance and identify malignant and benign tumors with high accuracy, 

sensitivity and specificity [32], [33], [34]. Furthermore, V. Kate et al.[35], proposed a 

multi-classification method based on deep learning using breast tumor histopathology 

images. Many research groups have extended the aforementioned risk assessment mod-

els, such as G.F Stark et al. [36], who enriched Gail Model [21] with easily accessible 

personal health data to predict five-year breast cancer risk with the help of ML tools. 

Another large class of CDSS use the Wisconsin Breast Cancer Database (WBCD) 

[37], that is open to the scientific public [38], [39], [40], [41]. This database contains 

32 features extracted from the digitized image of FNA breast mass examination for 699 

cases. The features describe the morphology of the cell nuclei present in the image. 

Many studies compare different ML algorithms such as Gated Recurrent Unit (GRU)– 

SVM , LR, Multilayer Perceptron (MLP), k- NN, Linear Discriminant Analysis (LDA), 

Softmax Regression, and others have chosen the combination of Ensemble Learning 
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algorithms in order to evaluate the effectiveness of algorithms in terms of accuracy, 

validity, sensitivity, and specificity based on WBCD [42], [43], [44], [45]. Furthermore, 

A. Osareh et al. [46], in their study used two publicly available datasets. The first da-

taset contained fine needle aspirate samples from breast lumps (FNAB) and the second 

dataset consisted of gene microarrays. The best overall diagnosis accuracy achieved by 

SVM classifier was 98.80% and 96.33% respectively for the two datasets. Another re-

search team, by M.M.Rahman et al. [47], applied well known ML algorithms on an-

thropometric and clinical characteristics, specifically body mass index (BMI), age and 

levels of glucose, MCP-1 chymokine, resistin and insulin. The classification accuracy 

achieved was 93.9%. Additionally, Y. Chang et al.[48], recently presented their hybrid 

ML approach based on WBCD. Similarly, M.F Aslan et al. [49], processed the results 

of women's blood tests using various ML methods in order to achieve early diagnosis 

of breast cancer. The dataset they used originated from the UCI [50] library and in-

cluded characteristics such as age, BMI, glucose and insulin levels, etc.  

Various CDSS would be useful in critical decisions such as choosing which screen-

ing tests a woman should undergo, interpreting test results and deciding whether a 

woman should be referred for an invasive or expensive diagnostic test. These decisions 

are currently guided by clinical practice guidelines (CPGs), which are unlikely to work 

effectively in the general population given its heterogeneity. The research team of A.M. 

Alaa et al. [51], proposed a personalised DSS tailored to the characteristics of individ-

uals. Their system, ConfidentCare, creates groups of patients with similar characteris-

tics (e.g., imaging characteristics, age, breast density, family history, etc.), combines 

the data from their personal medical records with the results of MAMMO, US and MRI, 

and using ML algorithms, suggests the appropriate screening policies and practices that 

would be most effective in managing each group of patients individually. A similar 

method, of grouping patients based on their characteristics, was used by M.Alamelu-

mangai et al. [52], that proposed a CDSS that combines the data of an individual’s 

history (age, breast density, family history, previous biopsies) with the results of 

MAMMO, US and MRI (using BI-RADS scores). 

Regarding the aforementioned models that have been developed for risk assessment 

and early diagnosis of breast cancer, several of them use data from invasive tests in-

cluding genetic information, information from haematological tests, biopsy data (core 

biopsy and FNA). Another large category uses data from MAMMO, US and MRI im-

age analysis, regardless of the cost, and features obtained from women's medical rec-

ords. In conclusion, to the best of our knowledge, no equivalent intelligent system to 

the one proposed in this study has been published to date in the literature, meaning a 

system that combines non-invasive and cost-effective diagnostic tools along with the 

characteristics of the medical history form, as presented below, to increase diagnostic 

performance.  
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3 Materials and methods 

3.1 Clinical data 

Current study’s dataset was extracted from a population of women who had referred 

to Breast Cancer Center of General Hospital of Athens (Greece) “Elena Venizelou” 

over a period of 15 months, in order to undergo a clinical examination and diagnostic 

tests to investigate the possibility of developing breast cancer. All medical data (diag-

nostic test results, pathological and anatomical findings, detailed personal and family 

history) were registered and stored anonymously in order to be processed with respect 

to personal data protection and GDPR (General Data Protection Regulation) rules [53], 

and after the approvance of Scientific and Administrative Council of “Elena Venizelou” 

Hospital.  

The study is based on 489 women (mean age = 54.8, sd = 13.5) who underwent 

breast surgery, either conservative breast surgery (ingectomy) or mastectomy, due to 

suspicious findings or medical history. According to the histological analysis reports of 

surgical excision specimens, 287 malignant cases and 202 benign cases were found. 

Histological result was used as the “Gold Standard” of the present study so the cases 

were classified in two categories: Negative for breast cancer (202/489 - Class1) and 

Positive for breast cancer (287/489 - Class 2). The data included in the study for each 

woman were a medical history form, a MAMMO report classified by BI-RADS scale 

and a breast US report. 

As mentioned earlier, the BI-RADS classification system [10] is used as a bench-

mark to evaluate MAMMO and acts as a diagnostic tool for assessing breast cancer risk 

based on Mammographic findings. Women's mammographies were divided into the 6 

BI-RADS categories as shown in Table 2: 

Table 2.  Number of MAMMO cases by BI-RADS category 

BI-RADS 0 120 

BI-RADS 1 6 

BI-RADS 2 50 

BI-RADS 3 105 

BI-RADS 4a 34 

BI-RADS 4b 36 

BI-RADS 4c 80 

BI-RADS 5 58 

 

Having the 489 mammographies classified by BI-RADS, we investigated the diag-

nostic performance of MAMMO. Specifically, based on probabilities assigned to each 

BI-RADS category, representing the likelihood of malignant lesion (see Table 1), we 

grouped mammographic results in two clusters. One cluster represents the negative pre-

diction (in terms of malignancy) and the other cluster represents the positive prediction.  
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Different positivity thresholds were used to group MAMMO results into the afore-

mentioned clusters (see Table 3, Table 4 & Table 5). This process showed that 

MAMMO yields a large number of mostly false negative and fewer false positive re-

sults in all cases, in whichever direction we “shift” the positivity threshold. It is im-

portant to note that, despite the fact that mammographies belonging to the BI-RADS 0 

category constitute a significant proportion of all cases (120/489), these cases were ex-

cluded from the grouping due to their characterization as insufficient examination [54], 

meaning that they do not provide any information about the possibility of breast malig-

nancy. Specifically, this category does not allow any conclusion to be drawn in relation 

to the likelihood of malignancy so the cases cannot be included in either of the 2 afore-

mentioned clusters. 

To sum up, we used the results of the histological analysis in comparison to mam-

mographies assessment (via BI-RADS) in order to create three Confusion Matrices 

(CM), as presented in Tables 3, 4 and 5: 

Table 3.  Confusion matrix 1 - MAMMO results with a positivity threshold of 4a and above 

(according to BI-RADS) 

CM 1 Positive histology result Negative histology result 

BI-RADS 4a, 4b, 4c, 5 177 31 

BI-RADS 1,2,3 50 111 

Table 4.  Confusion matrix 2 - MAMMO results with a positivity threshold of 4b and above 

(according to BI-RADS) 

CM 2 Positive histology result Negative histology result 

BI-RADS 4b, 4c, 5 166 8 

BI-RADS 1,2,3, 4a 61 134 

Table 5.  Confusion matrix 3 - MAMMO results with a positivity threshold of 4c and above 

(according to BI-RADS) 

CM 3 Positive histology result Negative histology result 

BI-RADS 4c, 5 136 2 

BI-RADS 1,2,3, 4a, 4b 91 140 

 

There are many measures and methods to evaluate the performance of a diagnostic 

test for classifying cases in a binary situation. The most widely used measures are the 

accuracy, the sensitivity and specificity. These measures assess the probability of test 

result correctness, in relation to the actual condition of the individual. Other important 

evaluation measures include positive predictive value (PPV), negative prognostic value 

(NPV), the Youden's index, that is a measure to evaluate the diagnostic test's ability to 

balance sensitivity and specificity and the F1 score that constitutes the harmonic mean 

of PPV and sensitivity of the model [55], [56]. Table 6 presents the pooled results for 

the diagnostic measures of MAMMO for all 3 positivity thresholds explained previ-

ously. 
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Table 6.  Diagnostic efficiency of MAMMO for breast cancer detection in the study population 

 
MAMMO results 

threshold BI-RADS 4a threshold BI-RADS 4b threshold BI-RADS 4c 

Accuracy (%) 78 81 74.8 

Sensitivity (%) 77.9 73.1 59.9 

Specificity (%) 78.1 94.4 98.6 

PPV (%) 88.5 95.4 98.5 

NPV (%) 68.9 68.7 59 

Youden’s index 0.56 0.58 0.59 

F1 score 0.83 0.83 0.74 

 

After identifying the diagnostic weaknesses of MAMMO, demonstrated in Table 6, 

we excluded the BI-RADS score from our feature input vector, and instead we used 

descriptive mammography features to assist the decision support system in increasing 

diagnostic performance as presented below. 

3.2 Data preprocessing and feature vector 

For each case of the study population, a feature vector was created, which consists 

of 35 variables. These variables were derived from women's medical history forms and 

of both diagnostic tests (MAMMO and breast US). The histopathological result (Gold 

Standard) was used as the target variable (output).  

The selection of the input vector features of the models was based on an extensive 

review of the international literature according to the most important and determinant 

risk factors for breast cancer. To begin with, woman’s age seems to have a significant 

influence on the level of risk of developing breast cancer according to the international 

scientific and medical community [57], [58], [59]. Additionally, reproductive factors, 

including age of onset of menstruation, number of childbirths, number of abortions or 

miscarriages [60], age of first childbirth [61], age of last childbirth [62], breastfeeding, 

oral contraceptive pill use, age of onset of menopause and possible menopausal hor-

mone therapy, have been shown, in a large number of studies, to play an important role 

in assessing the level of breast cancer risk [58], [63], [64]. Another risk factor of devel-

oping breast cancer seems to be the Body Mass Index (BMI) and obesity, since several 

studies have been published on the subject but with contradictory results [65], [66], 

[67], [68]. Subsequently, particular characteristics of the breast, such as its density [69], 

[70], [71] and size [72], [73], have been extensively studied for their significance on 

the risk of breast cancer. According to the medical community and relevant studies, 

some of the most important risk factors are woman's personal history disorders (previ-

ous female disorders, previous breast diseases, thyroid disorders [74], [75], hyperten-

sion [76], high cholesterol levels [77]) and her family history of breast and other cancers 

[78], [79], [80]. Finally, another risk factor relates to the woman's habits and specifi-

cally periods of smoking as well as the amount of cigarettes smoked during this period 

[81]. 
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Regarding imaging examinations, features extracted from MAMMO and breast US 

were included in the feature space and their selection was based on their importance 

according to the international literature. In particular, one of the most important points 

that breast surgeons pay attention, during the diagnostic process through MAMMO, is 

whether the detected tumor or lesion is a new finding compared to a previous relevant 

examination. Another feature that is emphasized in the explanation of MAMMO find-

ings is whether the breasts have micronodular morphology and calcifications [82]. The 

architectural disorder in the breast and the breast density based on the ACR scale, de-

tected on MAMMO examination, is a very important risk factor for mammographic 

findings, as highlighted in numerous published studies [82], [83]. Complementary to 

MAMMO findings, US can provide critical information regarding the shape of the tu-

mor detected in the examination (e.g., oval shape, radial shape, etc). The shape of the 

detected tumor is a strong indicator of the US finding, as the “smoother” the shape of 

the tumor is (e.g., oval or round) the more likely it is to be a benign lesion, as opposed 

to radial or spindle-shaped lesions which are “incriminated” as more likely to be ma-

lignant. Another important feature that US report contains, is the characterization of the 

boundaries of the localized lesion in terms of their smoothness. Additionally, the vas-

cularization of the tumor as well as the condition of the lymph nodes, are frequently 

described in the US report, information of particular concern to the clinicians as they 

can be the tell-tale signs of a malignant lesion [82]. 

Table 7 describes in detail the variables resulting from women's medical history 

forms and the diagnostic tests (MAMMO and US), as well as the values of these vari-

ables (feature vector). The resulting feature vector is used to develop the following 

CDSS model. 

Table 7.  Variables of feature vector 

 Variable’ Name Description  Range of values 

1 Age Woman’s age Numeric Variable 

2 Acr  

Grading of breast density 

based on the ACR scale 

[54] 

1= The breasts are almost completely fatty 

2= There are scattered areas of fibroglandular tissue 
3= Breasts are heterogeneously dense 

4= Breasts are extremely dense 

3 Bmi 
Body Mass Index = 

(Weight/Height2) 

1= (< 18.5 kg/m2) Underweight 

2= (18.5-24.9 kg/m2) Healthy weight 

3= (25-29.9 kg/m2) Overweight 
4= (>30 kg/m2) Obesity 

4 Breast Size 
Woman’s Breast size 

(Categories were based 

on woman's bra number) 

0= Small size 

1= Middle size 

2= Big size 
3= Very big size 

5 Smoking 
Duration of Smoking in 

years 
Numeric Variable 

6 
Number of Ciga-

rettes 

Number of Cigarettes per 

Day 
Numeric Variable 

7 
Gynaecological dis-

eases 

Previous or current Gy-
naecological dis-

eases/conditions 

0= There are no gynaecological conditions in 

woman’s history, 

1= Uterine polyps/ Ovarian cysts/ Polycystic ovary 
syndrome/ Ectopic pregnancy,  
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2= Fibroids, 

3= Cervical cancer/Endometrial cancer 

8 
Previous Breast Dis-

eases 
Previous Breast Diseases 

0= There are no breast diseases in woman’s history, 

1= Breast cysts, 
2= Fibroadenoma, 

3= Mastitis 

4= Calcifications 
5= Breast cancer 

9 Hypertension 
Woman suffers from Hy-

pertension 

0= No 

1= Yes 

10 Thyroid Problems 
Woman has problems 

with the thyroid gland 

0= No 

1= Yes 

11 High Cholesterol 
Woman has high choles-

terol levels 

0= No 

1= Yes 

12 
Cancer History (1rst 

Degree- Same Type) 

Mother, Father, Children 

or Sibling with Breast 
cancer 

0= None 

>=1 Number of relatives with Breast Cancer 

13 
Cancer History (2nd 

Degree - Same 

Type) 

Uncle/Aunt, Cousin, 

Grandmother/Grandfa-

ther, Nephew/Niece with 
Breast cancer 

0= None 

>=1 Number of relatives with Breast cancer 

14 

Cancer History (1rst 

Degree - Other 
Type) 

Mother, Father, Children 
or Sibling with another 

type of cancer (other than 
breast cancer) 

0= None 

>=1 Number of relatives with other cancer 

15 

Cancer History (2nd 

Degree - Other 

Type) 

Uncle/Aunt, Cousin, 
Grandmother/Grandfa-

ther, Nephew /Niece with 

another type of Cancer 
(other than breast cancer) 

0= None 
>=1 Number of relatives with other cancer 

16 
Onset of menstrua-

tion 

Age of Menstruation on-

set 

1= up to 11 years old 

2= 12 - 14 years old 

3= 15 years and over 

17 Age of Menopause Age of Menopause onset 

0= Woman is not in menopause 

1= 26 - 42 years old 
2= 43 - 50 years old 

3= 51 years and over 

18 Menopause Woman is menopausal 
0= No 

1= Yes 

19 Pregnancies Number of Pregnancies 
0= None 

>=1 Number of Pregnancies  

20 Miscarriages Number of Miscarriages 
0= None 
>=1 Number of Miscarriages 

21 Abortions Number of Abortions 
0= None 
>= 1 Number of Abortions 

22 
Age of 1st Child-

birth 
Age of 1st Childbirth 

1= No pregnancy 

2= up to 22 years old 

3= 23 - 26 years old 
4= 27 - 32 years old 

5= 33 years and over 

23 
Age of Last Child-

birth 
Age of Last Childbirth 

1= One or no pregnancy 

2= up to 25 years old 
3= 26 - 32 years old 
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4= 33 years and over 

24 Breastfeeding  

Total breastfeeding dura-

tion of children in 

months 

0= Not at all 

1= Up to 12 months 

2= More than 12 months 

25 Contracting Pills 
Duration of taking con-

traceptive pills in months 

0= Not at all 
1= Up to 12 months 

2= More than 12 months 

26 Hormones  

Duration of hormone in-

take (excluding thyrox-

ine) in years 

0= Not at all 

1= Up to 5 years 

2= More than 5 years 

27 
Thyroid Related 

Hormones  

Duration of thyroxine in-

take in years 

0= Not at all 
1= Up to 1 year 

2= More than 1 year 

28 New Finding 

New finding in 

MAMMO report com-

pared to the previous one 

0= No 
1= Yes 

29 
Micronodular Mor-

phology  

Breasts with micronodu-
lar morphology (in 

MAMMO report) 

0= No 

1= Yes 

30 
Architectural Distor-

tion  

Distortion of the archi-

tecture of the breasts (in 

MAMMO report) 

0= No 
1= Yes 

31 Calcifications  
Calcifications’ morphol-

ogy (in MAMMO report) 

0= No existence 
1= Benign  

2=Macrocalcifications 

3= Non clustered 
4= Scattered 

5= Clustered 

6= Suspicious morphology  

32 Tumor Shape  
Nodular shading Shape 

(in US report) 

0= No shading of a breast  
1= Round  

2= Oval  

3= Longitudinal 
4= Lobed  

5= Spindle-shaped 

6= Micro-lobed 
7= Irregular 

8= Radial  

33 Tumor Margins  
Tumor margins (in US 

report) 

0= Indistinct  

1= Smooth  

34 Vascularity  

Hematoma - Vascularisa-

tion of tumor (in US re-
port) 

0= Poor/ Not increased/ Normal  

1= Increased 

35 Lymph Nodes  
Lymph node morphology 

(in US report) 

0= No abnormal swelling/ no presence 
1= Benign morphology 

2= Intramammary 

3= Gastric lymph nodes 
4= Suspicious morphology 

5= Pathologically swollen 

 

Python (3.6.13 version) was used to preprocess our clinical data, build ML algo-

rithms and perform data analysis. The availability of numerous open-source libraries 

and tools make Python an ideal choice for ML models development. Particularly, in 
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order to develop our ML models, pandas, numpy, scikit-learn and statistics libraries 

were used. 

Before training our models, all variables were investigated for the existence of miss-

ing values. As all the data used in this study were obtained from the Breast Cancer 

Center’s records of “Elena Venizelou” hospital, we were expecting for the presence of 

missing values. Thus, when more than 60% of a variable’s values were missing, this 

variable was excluded from the study. Following the aforementioned rule, we excluded 

bloud group (74%), alcohol consumption (70%) and tumor’s compactness (64%). For 

the remaining features, we replaced missing values by applying an iterative imputation 

(IterativeImputer class – sklearn library, Python 3.0) strategy, a sophisticated approach 

that involves defining a model to predict each missing feature as a function of all other 

features. 

4 Results 

4.1 Classification/prediction models  

Two prominent ML classifiers were used and tested in order to find the model with 

the highest diagnostic performance. Classifiers’ role was to categorize the cases in two 

classes (Positive result and Negative result) corresponding to the breast histology. Each 

classifier was fed by the feature vector presented in Table 7 and extracted the corre-

sponding classification group, providing thereby a prediction about the actual condition 

of each woman's breasts. It is worth mentioning that although the feature vector consists 

of boolean, ordinal and numerical variables (see Table 7), the models selected do not 

require feature scaling. In particular, neither Naive Bayes, which involves multiple ap-

plication of the Bayes rule, nor the tree-based Random Forest algorithm make use of 

any distance related optimization that would be affected by significant differences of 

features' magnitudes. Τheir principal characteristics, that led to their selection, are de-

tailed below: 

Naive Bayes classifier. The Bayesian classifier that operates on the assumption that 

all features are conditionally independent of each other is called naïve. The Naive Bayes 

(NB) [84] classifier is the simplest probabilistic classifier. Despite the naive design and 

the oversimplified assumptions of feature independence, it has been shown that per-

forms particularly well on many really complex classification problems, while at the 

same time it is robust to violations of the independence assumption features. NB works 

directly and requires no special design; in order to build it, it is sufficient only to train 

it with the training dataset, a process in which the distributions of the features and the 

prior probabilities of the classes are estimated [84]. In our study, we used GaussianNB 

method that implements the Gaussian NB algorithm for classification, meaning that the 

likelihood of the continuous features is assumed to be Gaussian. In order to test NB’s 

diagnostic performance, we used the resampling method of 10 – fold cross-validation, 

that splits the dataset into training and test set iteratively so as to avoid over-fitting 

problems. The confusion matrix resulting from testing NB classifier was used to eval-

uate the diagnostic performance of the model (see Table 8). 
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Table 8.  Naive Bayes classifier’s confusion matrix 

Naive Bayes Positive histology result Negative histology result 

Classified as Positive 268 13 

Classified as Negative 19 189 

 

Random Forest classifier. Random Forest (RF) [85] is one of the most efficient and 

stable classifiers. Fernández-Delgado et al. [86], conducted a huge comparative study 

on the diagnostic performance of different classifiers and RFs demonstrated the best 

performance compared to 170 other classifiers, using more than 100 different datasets. 

An RF is a collective classification tree classifier. The generalisation error is quite lim-

ited since a very large number of trees are developed. The random selection of features 

reduces the ratio of large and non-pruned trees, which makes the whole method quite 

unbiased. RF has many advantages as it can automatically handle the missing values of 

variables, it combines categorical and continuous data, and there is no need to apply 

feature scaling methods [85], [87]. Compared to decision trees, RF achieves improved 

prediction accuracy without increasing the computational cost [88]. The algorithm’s 

hyperparameters that affect its predictive performance were tuned after performing 

grid-search. The number of trees was set to 100, the maximum number of features con-

sidered at each split was log base 2 of the total number of features and the minimum 

number of samples in each leaf, which helps the model avoid overfitting, was set to 2% 

of the number of samples. 

Given the stochastic nature of RF algorithm, we ran the model several times, com-

pared the outcomes and came up with the best results presented in the following section. 

We, also, used the resampling method of 10 – fold cross-validation for RF’s diagnostic 

performance evaluation. The confusion matrix resulting from testing RF classifier is 

presented in Table 9. Given the stochastic nature of RF algorithm, we ran the model 

several times, compared the outcomes and came up with the best results.  

Table 9.  Random Forest classifier’s confusion matrix 

Random Forest Positive histology result Negative histology result 

Classified as Positive 276 11 

Classified as Negative 11 191 

4.2 Diagnostic performance evaluation 

Table10 presents the results of basic measures that quantify the diagnostic accuracy 

of the two classifiers in order to compare and select the one with the highest diagnostic 

performance for our CDSS model.  
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Table 10.  Diagnostic efficiency of selected ML algorithms 

 Naive Bayes Random Forest 

Accuracy (%) 93.5 95.5 

Sensitivity (%) 93.4 96.2 

Specificity (%) 93.6 94.6 

PPV (%) 95.4 96.2 

NPV (%) 90.9 94.6 

Youden’s index 0.87 0.91 

F1 score 0.94 0.96 

 

The above results (Table 10) show that RF algorithm achieved the highest accuracy 

95.5 %, demonstrating thus its effectiveness in combining binary, categorical and nu-

merical variables. RF classifier showed the highest values in the measures of sensitivity 

(96.2 %), specificity (94.6%), PPV (96.2%) and NPV (94.6%), indicating its suitability 

in creating our innovative CDSS model as it gives extremely reduced false negative and 

false positive results compared to the diagnostic tool of MAMMO. Specifically, based 

on RF’s Confusion Matrix (Table 9), we found 276 true positive and 191 true negative 

results in the total of 489 cases examined by using cross-validation technique. Im-

portant statistical indicators are also Youden’s index (0.91) and the F1 score (0.96). 

Youden’s index incorporates the information of sensitivity and specificity. Its value 

ranges from 0 to 1, with the highest value indicating a significant diagnostic perfor-

mance. Regarding F1 score, it is a way of combining model’s PPV and sensitivity and 

it is defined as the harmonic mean of these two values. Its value also ranges from 0 to 

1, with the highest value indicating the model's excellent ability to identify true positive 

results.  

5 Discussion and conclusions 

In order to evaluate the proposed CDSS as an assistive tool in the diagnosis of breast 

cancer we referred to the 3 different cases of MAMMO’s diagnostic performance eval-

uation explained above (see Tables 3, 4 and 5) and also, we compared the values in 

Table 6 with the results of the RF algorithm (Table 10). Considering diagnostic perfor-

mance measures in Table 9 & 10, it is evident that our CDSS model, based on RF 

classifier, shows obviously higher performance compared to the diagnostic tool of 

MAMMO based on BI-RADS scoring. 

Noting the high diagnostic performance of the proposed CDSS, it is important to 

highlight the fact that we used the data set of 489 women, including those with a BI-

RADS 0 score on their mmammography. As mentioned above, the 120 cases with BI-

RADS 0 were excluded from the MAMMO Confusion Matrices and so they were not 

considered in the calculation of its diagnostic measures. However, these cases were not 

excluded from our model, as we chose to investigate their contribution to the diagnostic 

process despite the fact that they represent a difficult and “insufficient category”. It is 

considered critical that our model can assist clinicians in drawing conclusions based on 

features of simple daily clinical practice. Namely the results from non-invasive and 

iJOE ‒ Vol. 18, No. 05, 2022 57



Paper—Development of a Cost-Effective Intelligent Clinical Decision Support System for Breast Cancer… 

cost-effective diagnostic procedures, diagnosing all cases of women without excluding 

any category. Proposed CDSS is therefore a tool with universal application and an es-

sential added value in the breast cancer diagnosis process.  

Our results led us to conclude that the proposed model predicts in accuracy the vast 

majority of cases. In particular the cases of women with a BI-RADS score of 3, 4a or 

4b on their MAMMO, which, according to Table 2, constitute a significant proportion 

of the total dataset. The significant added value of the proposed CDSS, concerns the 

cases of the middle categories (according to the BI-RADS scale) where diagnostic er-

rors and mismatches with the final histological evaluation often occur (see Table 3, 4 

and 5). The complacency caused by a false negative MAMMO result (according to its 

BI-RADS category) is crucial for the management of a breast cancer patient as it may 

cause a remarkable delay in the investigation of the case or lead to mismanagement. 

The fact that the system can distinguish highly accurately the cases of patients from 

healthy women means that it can play a doubly beneficial role for healthcare systems. 

On the one hand, it has the ability to identify promptly the cases of women at increased 

risk of breast cancer, resulting in early intervention by clinicians, preparing both the 

patient and the healthcare system for the personalized management of each case. On 

the other hand, by providing accurate information on healthy women's cases, it leads to 

the reduction of unnecessary costs by avoiding overdiagnosis and overtreatment. Being 

aware that breast cancer is a scourge for women worldwide and identifying the weak-

nesses of the diagnostic procedure followed so far, in the current study, we present a 

CDSS that is able to support life-critical decisions of clinicians. The proposed CDSS 

combines individual medical history data with the results of basic, non-invasive and 

low-cost diagnostic tests, providing clinicians with patient-specific predictions of the 

diagnostic outcome that leads to appropriate and timely decisions. 

To sum up, this research presents a viable and cost-effective solution for national 

healthcare systems that may contribute to a significant cost reduction regarding the 

management of women at risk of developing breast cancer while achieving a remarka-

ble increase in the validity of diagnosis. 

6 Future work 

The ultimate goal, of this study, is to create a comprehensive, ML based, application 

that includes all the input variables of our feature vector and will be designed to support 

clinicians' decisions in daily clinical practice. This application could be extended to 

several hospitals, in national level, so that the CDSS could be trained and re-evaluated 

with a larger amount of data. As the proposed CDSS maintains its high diagnostic per-

formance it could be extended to an international level, incorporating the factor of race 

[8] that appears to influence breast cancer risk.  
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