
SPECIAL FOCUS PAPER 
EFFECT OF INERTIA WEIGHT ! ON PSO-SA ALGORITHM 

 

Effect of Inertia Weight ! on PSO-SA Algorithm 
http://dx.doi.org/10.3991/ijoe.v9iS6.2923 

Shigang Wang, Fangfang Zhou, Fengjuan Wang 
Qiqihar University, Qiqihar, China 

 
 
 
 

Abstract—Since particle swarm algorithm was proposed, 
because of its easy to understand and implement, the 
algorithm has been rapid development. However, the 
algorithm is easy to convergence, and the simulated 
annealing algorithm has strong local search ability, which 
can make the search process to avoid falling into local 
optimal solution. Because of the complementary of the 
advantages and disadvantages of the two algorithms, a new 
PSO-SA algorithm appears. This paper focuses on 
researching the effect of inertia weight of PSO-SA algorithm 
on the performance of the algorithm. PSO-SA algorithm is 
applied in solving the shortest path on curved surface, 
through an example to illustrate function of the inertia 
weight in algorithm. 

Index Terms—PSO-SA algorithm, Iterative search, Inertia 
weight, The shortest path on curved surface. 

I. INTRODUCTION 
PSO [1] and SA algorithm [2] can solve many practical 

problems alone, but they all have their own shortcomings. 
The PSO algorithm in a short period of time, most 
particles converge to a local extreme point in the solution 
space. Therefore, the biggest drawback of the PSO 
algorithm is easily trapped into local optimal solution. The 
SA algorithm can accept greater energy values in the 
iterative process, namely the poor solutions, then the 
algorithm is a global optimization algorithm and easy to 
obtain the global optimal solution. The most importance is 
that the SA algorithm is easy to jump out the local 
extreme point [3]. Given the complementary 
characteristics of the two algorithms and the effective 
improvement of the two algorithms, the new PSO-SA 
algorithm is obtained and the performance of the 
algorithm is improved. 

The inertia weight has a large effect on the performance 
of PSO-SA algorithm. The inertia weight with the 
characteristic of maintaining inertial motion of particles 
and expanding the of search space, its value can reflect the 
change of particle velocity. Value size of inertia weight   
is closely related to searching ability of particle [4]. The 
larger value of the inertia weight is the larger particle 
velocity is. Particle would have a larger step size to 
perform global search. Its global optimization ability is 
strong and local searching ability is weak. The smaller is 
the smaller step size of particle is. The particle will tend to 
fine local search and search in the near, and local search 
ability is strong. If the inertia weight parameter is too 
large, the particle swarm may miss the optimal solution, 
which leads to the algorithm does not converge, or fail to 
converge to the optimal solution. 

In this paper, the value of inertia weight   is obtained in 
PSO-SA algorithm through experiments, which will get 

the shortest distance between two points in the optimal 
value of the PSO-SA algorithm applied to the shortest 
path problem in the curve surface. The example proves 
that the value of inertia weight   is optimal. 

II. PSO-SA ALGORITHM 

A. Basic Particle Swarm Algorithm 
PSO Algorithm is initialized to be a group of random 

particles (random solutions), then get the optimal solution 
by iteration. In each iteration, particles updated 
themselves by tracking two extreme values to find the 
optimal solution which is called the individual extreme 
value pbest. Another extreme value is the current optimal 
solution of the entire population which is called global 
extreme value gbest. It also uses the whole population but 
only one portion as the neighbors of the particles. Then all 
neighbors of extreme value were the local extremum. 
When finding the optimal value, the velocity and position 
of each particle was updated according to the following 
formula 

1 1 2rand( ) rand( _ )K K K K K KV W V C pbest X C pg plus X+ = ! + ! " + ! "     (1) 

1 1K K KX X V+ += +                                (2) 

Where: KV  is the particle velocity vector; 
KX  is the 

current position of the particle; pbestK is the position of 
the optimal solution; C1, C2 are the population learning 
factor; pg_plusK is the individual which is chosen by 
roulette rules. 

In particle swarm optimization algorithm, particle 
velocity is limited to a little range [5], but the new location 
would still become so bad possibly, which will cause slow 
convergence. So the updated position needed to be limited. 

B. Improved Particle Swarm Optimization 
The point of departure for the simulated annealing 

algorithm applied to the optimization problem is based on 
the similarity of the physical annealing process of solid 
material and general optimization problem. The basic idea 
of the algorithm is that starting from a given solution, 
randomly generating another solution from the 
neighborhood, accepting a new solution by a certain 
probability, accepting the objective function deteriorating 
in a limited range allowed by criteria [6]. Specific contents 
are modified as follows. 

Accept the objective function deteriorating in a limited 
range allowed by criteria, but do not make a choice 
according to probability, directly according to E e! < , 
which is the deteriorating range allowed by objective 
function. The specific algorithm is shown as follows. 
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Step 1: Initialize each particle. Set the number of 
particles is N, randomly generate initial solutions and N 
initial velocities; 

Step 2: Generate the new location of particles 
according to the current position and velocity; 

Step 3: Calculate the fitness value of the new location 
of each particle; 

Step 4: If the particle’s fitness value is better than the 
original individual extreme, set the current value as pbest; 

Step 5: Find the global extremum according to each 
particles individual extreme; 

Step 6: Update their own velocity by formula (1); 
Step 7: Update their own location by formula (2); 
Step 8: Calculate the length of the path generated by 

the new location, if the new length is less than the former 
length, change the new path to the old path. 

Step 9: Return Step 2, calculate the next population 
until the repeat number is greater than the alternation 
number N. 

III. VALUE OF INERTIA WEIGHT !  
The inertia weight ! is one of the important parameters 

of PSO-SA algorithm, whose choice is related to the 
balance between local and global search ability, affecting 
the convergence performance of algorithm [7], an 
appropriate value ! use the least number of iterations to 
find the optimal solution. Inertia weight value ! is 
determined by the formula 

= max min
max

max

iter
iter

! !
! !

"
" #                     (3) 

Among them, 
max!  and 

min!  stand for the starting and 
ending values; in the particle swarm algorithm, 

maxiter  and 
iter  represent the maximum number of iterations and the 
number of iterations. In the formula (3), the inertia weight 
value ! and the maximum number of iterations 

maxiter  is 
inversely proportional. With the increasing of maxiter , 
value of inertia weight decreases. So in the early operation, 
the algorithm’s global search ability is strong, and in the 
operation period, local search is more and more refined. 

In order to determine the effect of inertia coefficient on 
the performance of the algorithm, Shi and Eberhart 
designed the following experiment [8]. 

To compare the effects of ! and 
maxV  two parameters on 

algorithm performance and analyze different status of both 
the algorithm, Shi et al. Detailed observe the operation 
results of different values ! and 

m xaV , and add up the 
number of iterations required in the course of 30 run, 
some experimental data are shown in table I. 

Through the analysis of the experimental data, we 
conclude: when 3maxV ! , and (0.9,1.2!" , it can reach 
ideal results in general. A large number of experiments 
have found value ! in [0.9, in the range of 1.2] algorithm 
has better performance [9]; Fig. 1 shows the performance 
of algorithm in different values of convergence. However, 
for different solving problem, the inertia weight ! is not 
the same [10]. The inertia weight ! in this research is 
mainly concentrated in the range of 0.9~1.2 near, to run 
algorithm with MATLAB, when the algorithm of other 

variables remain unchanged, by changing the value ! to 
obtain the optimal solution algorithm, and determine the 
best value !. In the procedure, when ! values were 0.8, 
0.9, 1, 1.1, 1.2, 1.4. Convergence curve is obtained in 
Fig.1 shows. 

TABLE I.   
THE AVERAGE ALGEBRAIC ALGORITHM IN DIFFERENT  !  

AND 
m xaV  CONVERGENCE 

 !  

Vmax 1.4 1.2 1.1 1 0.9 0.8 0.7 0.6 0 

3 2387 1804 1758 1653 738 438 402 356 663 

4 — 2215 2128 1967 946 439 471 421 652 

5 — — — 2456 1090 366 503 535 1133 

10 — — — 658 2027 460 789 490 895 

Xmax — — — — — 974 879 927 933 

 
 

 
 

(a) !=0.8 
 

 
 

(b) !=0.9 
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(c) !=1.0 
 

 
 

(d) !=1.1 
 

 
 

(e) !=1.2 
 

 
 

(f) !=1.4 
 

Figure 1.  Convergence curve 

From the above convergence map can be seen, when 
!=0.8, the convergence performance is not stable. When 
!=0.9, the convergence of the algorithm is much better. 
With increasing of the inertia weight ! gradually, the 
convergence of the algorithm gradually stabilized. When 
!=1.05, the convergence of the algorithm is the best and 
convergence curve is a smooth straight line. When 
!=1.05, with increasing of !, convergence curve becomes 
unstable. When !=1.4, the convergence of the algorithm 
also becomes very poor. This in turn has also proved that, 
when the range of inertia weight ! between 0.9 and 1.2, 
the performance of the algorithm is good and optimum 
solutions are obtained. 

IV. ALGORITHM TESTING 
Set the special surface 

2 2 2 2 2 2 2 2

2 2 2 2

2 2 2 2

=20(sin( + ))/( + )+10(sin((x-3) +(y-5) ))/((x-3) +(y-5) )+
15(sin((x-1) +(y-3) ))/((x-1) +(y-3) ))
18(sin(( 1) ( 3) )) / (( 1) ( 3) )

z x y x y

x y x y
+

+ + + + + +

 

as an example. 
Calculate the shortest path between two fixed points 

A(-7.0, -5.0) and B(7.0, 5.0) in the process of circle arc 
approach, give an auxiliary parameter, coordinates of 
basic points are set according to the auxiliary elliptic 
equation and species individual count. All the parameters 
in this simulation are set as follows: N=40, !=1.05, 
C1=C2=2, number of node in each path is 8 (including the 
starting point and end point), iteration number M=1000. In 
the end, the shortest length of optimized path is 37.0553. 

Convergence curves in this simulation are shown in 
Fig. 2. 
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Figure 2.  Convergence points 

Fig. 3&4 showed the initial path set. Fig. 5&6 showed 
the optimal path with circle arc approach method. 

 
Figure 3.  The two-dimension plan of initial path set 

 
Figure 4.  The three-dimension plan of initial path set 

 
Figure 5.  The two-dimension plan view of the optimal path 

 
Figure 6.  The three-dimension plan view of the optimal path 

The node sequence of optimal path after calculating is 
shown in table II.  

TABLE II.   
NODES SEQUENCE 

X -7.000 -1.8786 1.0297 3.4144 5.4143 7.0297 8.1214 7.000 

Y -5.000 -7.9414 -7.7845 -6.8944 -5.4658 -3.4987 -0.7986 5.000 

Z -1.682 1.4012 1.1773 -1.2861 0.3774 0.0720 -1.0577 -2.2755 

 

V. CONCLUSION 
The PSO-SA algorithm needs fewer parameters 

adjustment, easier programming, which can effectively 
solve the problem of different surface optimization. This 
paper proves that the inertia weight ! has great effect on 
the algorithm. Selecting the appropriate value of ! is very 
necessary. The appropriate value of ! can make the 
algorithm have a good convergence. The examples of 
numerical simulation in this paper shows the PSO-SA 
algorithm has better convergence performance when 
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!=1.05. It can obtain the ideal solution when the 
algorithm is used in the free surface to solve the shortest 
path between two points. 
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