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Abstract—Artificial intelligence and deep learning provide very good results, 

if it is well adjusted. In this work, we will proceed to perform the deep learning 

results through the optimization of the neural network architecture. For this pur-

pose, especially for supervised algorithms, Hybridization of neural networks and 

the sinus-cosine algorithm will perform classification problems. The role of this 

method is to escape the groping method in choosing the optimal architecture of 

neural networks. The goal of our method is to build an optimal neural network 

architecture, without falling into an over fitting problem. To demonstrate the ef-

fectiveness of our work, an application part with experimental results is included: 

with an application in medicine especially heart attack. The goal of our work is 

to develop an efficient hybrid classifier, using machine learning and sine cosine 

algorithm to detect heart attack and minimize the number of heart attack not pre-

dicted. Through this hybridization technique we should have a low error with 

satisfying classification results. This method of hybridization can be applied for 

different issues.  

Keywords—neural networks, sine cosine, hybridization, classification, heart 

attack, deep learning 

1 Introduction 

Artificial intelligence has become a common way to solve complex problems in 

many fields. It allows the use of intelligent algorithms that can detect patterns, for a 

better classification like the one used in the book [1], that other programs or algorithms 

cannot find (the links between different parameters or inputs). Artificial intelligence or 

deep learning is based on the same principles as biological networks; the ultimate goal 

of IA is to enable computers or machines to be capable of thinking like human beings. 

This would be possible through the combination of: computer systems, data with man-

agement systems and advanced AI algorithms (code) like in the following work [12]. 

Considering its efficient results, artificial intelligence is currently used in several 

fields such as medicine as shown in this example [11], finance, security and many other 

services.  
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Currently, several research projects are performing hybridization in order to improve 

the learning capacity of the neural networks that constitute the algorithms of artificial 

intelligence. 

The hybridization of deep learning algorithms and meta heuristic algorithms allows 

to have efficient results. Among these works we cite the article [13]. But the problem 

that generally arises is how to choose a good architecture, which is more optimal, in 

order to obtain good results.  

In our case, we will precede to a hybridization of a deep learning algorithm and a 

meta heuristic method which is the sine cosine algorithm, the combination of these two 

algorithms optimizes the error and produces efficient results and good quality compared 

to other methods. This is proven by the study and analysis performed in this article.  

And this by trying to have an optimal architecture that will allow the neural networks 

to extract the best possible results. The goal of these different researches is to improve 

the performances and the results to be able to solve in an optimal way the complex 

problems that we can meet in the real life.  

To demonstrate the effectiveness of our work we will proceed to applications. The 

applications will be in medicine to prove that our work can be used and give good 

results. In medicine the application will be prediction of heart attack in order to be able 

to prevent it. Because of heart attack, thousands or even billions of patients are died 

every year, that's why we chose to make an application on this problem to help predict 

and classify this disease for a better detection.  

This article is organized as follows: After a general introduction, we find section 2 

which represents a review of the literature on neural networks, the basic sine cosine 

algorithm (SCA) and other standard classification methods by highlighting the pro-

gramming of their algorithms. Section 3 presents the hybridization of SCA and neural 

networks and an application for better optimization. Section 4 shows the results of the 

hybridization of the two methods and the comparison of the different methods. Finally, 

the last section is the one reserved for the discussion of the different results and poten-

tial future work. Writing a new document with this template. 

You may also simply delete all the text in this document, paste yours and format it 

with the styles. 

2 Background and materials 

In this section we will proceed to the definition of the different methods that we are 

going to use, and especially the methods with whom we will compare our model to 

demonstrate its efficiency. 

2.1 Classification trees 

The decision tree is a model used in data mining and also in machine learning algo-

rithms. The decision tree consists of leaves which are exactly the desired values as a 

result and branches which are the input values that subsequently lead to the previous 
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values. The decision tree is mainly related to the explanation of the data but not to the 

decisions themselves. 

It is a predictive method of supervised learning since we know the data and the target 

value to build this decision tree. the method is well demonstrated in this following ar-

ticle [6]. The first step is to make a fractionation for choosing the best and most im-

portant attributes so that; we can create the different diversified groups using the gain 

and the entropy.  

Algorithm 1 steps of the classification trees algorithm. We assume that the target 

variables have m distinct values (the class labels). For a node S; we compute its entropy 

with respect to the target,  

Step 1: We split S into m groups: C1... Cm. 

Step 2: Compute the probability pi of an element of S in Ci. 

Step 3: Compute the entropy and the gain using the following formula to finally have 

our classification:  

 𝐻(𝑝1, 𝑝2, . . , 𝑝𝑚)  = ∑ 𝑝𝑖
𝑚
𝑖=1 𝑙𝑜𝑔(𝑝𝑖) (1) 

H(S): measures the deviation of the distribution of the target variable from the uni-

form distribution.  

Step 4: Repeat the steps until H(S)=0, if S is homogeneous (all elements are in the 

same class). 

Step 5: Display the decision tree. 

2.2 Fuzzy logic algorithms 

Fuzzy logic is part of Boolean logic, taking part of the mathematical theory of fuzzy 

parts, according to [7]. The characteristic of this method is the introduction of the notion 

of degree in the confirmation of a condition, giving a flexibility to the reasoning without 

being restricted in a binary value or true or false or other. This will allow to take into 

account the imprecision and the uncertainties. 

The interest of using fuzzy logic is its ability to take part not on numerical variables, 

but-on linguistic variables: on qualitative variables (beautiful, ugly, very beautiful, fair, 

...). 

The added value is the ability to work on linguistic expressions. This method is very 

useful when we are dealing with systems that are almost impossible to model.  

Classical logic is a part of mathematics in classical logic the interpretations are bi-

nary. That's why we will use fuzzy logic to have a decision that is both true and false at 

the same time, with a certain degree of belonging to each of these two beliefs.  

In fuzzy logic, a fact no longer has a strict belonging to a belief, but a "fuzzy" be-

longing.  

Algorithm 2 steps of the fuzzy logic algorithm 

Step1: Let X = [x1, x2, … , Xn] the set of data points and V = [v1,v2, ..., vc] the set 

of centers.  

Step2: Select c cluster centers randomly. 

Step3: Calculate the fuzzy membership µij using the formula: 
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 µ𝑖𝑗 =
1

∑ (
𝑑𝑖𝑗

𝑑𝑖𝑘
)

2
𝑚−1𝑐

𝑘=1

 (2) 

Where, 

'm' is the fuzziness index m € [1, ∞].  

'c' represents the number of cluster center.  

'µij' represents the membership of ith data to jth cluster center.  

'dij' represents the Euclidean distance between ith data and jth cluster center. 

Step4: Compute the fuzzy centers ’vj’ using:  

 𝑣𝑗 =
∑ (𝜇𝑖𝑗𝑚)𝑥𝑖𝑛

𝑖=1

∑ (𝜇𝑖𝑗𝑚)𝑛
𝑖=1

           for j=1… c (3) 

'vj' represents the jth cluster center.  

Step5: Repeat step2 and step3 until the minimum value is achieved. 

2.3 Deep neural networks (ANNs) 

An artificial neural network is made up of a set of connections that play the role of 

a signal transmitter to the different neurons. Each received signal is processed and then 

transmitted to other nodes connected to it. Each weight is the result of a connection 

between neurons which can have multiple input and output connections at the same 

time. The output of this signal is calculated using a non-linear function called the acti-

vation function, as specified in the following work [6]. 

Among the different activation functions that can be found we quotes: Historically, 

the sigmoid function is the oldest and most popular activating function. It is defined as:  

 𝑆(𝑡) =
 1

 1+𝑒−𝑡 (4) 

The ultimate role of the softmax activation is to normalize the probability distribu-

tion made up of K proportional probabilities that’s why we use it:  

 𝑓(𝑥𝑗) =
𝑒𝑥𝑗

∑ 𝑒𝑥𝑖𝑛
𝑖=1

                 for j=1...n (5) 

Before being able to use neural networks, understanding their characteristics is es-

sential. The choice of which model to use depends largely on the data as well as the 

application, but only training the data and the selection of the setting will require a lot 

of experimentation.  The appropriate choice of the model as well as the fitness function 

and the learning algorithm will give birth to a powerful neural network.  

Patternet is a function of deep neural network, which constitutes a network of neu-

rons with a well-defined number of hidden layers (hiddenSizes), a learning function 

(trainFcn), and finally a performance function (performFcn). It is represented by net = 

patternnet (hiddenSizes, trainFcn, performFcn). 

The goal of this function is to be able to classify the inputs to arrive at well-defined 

classes by specifying the architecture of the neural network and generating a pattern 

recognition network.  
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Patternet is a deep learning function suitable for Matlab which helps in solving com-

plex classification and prediction problems. 

The algorithm that allows us to generate the Patternet is below:  

Algorithm 3 steps of the patternet algorithm 

Step1: Input the data: x: the attributes and t: the target.   

Step2: Choose the architecture of the network: [a1, a2, … , aq].  

(aj: represent the number of neurons in the jth hidden layer)   

Step3: Construction of the architecture of the classification model: net = pattern-

net([a1, a2,...,aq])   

Step4: Train the model: net = train (net, x, t)   

Step5: Generation of the simulate target y = net(x). 

2.4 Sine cosine algorithm 

Sine Cosine SCA is a meta-heuristic algorithm developed through sine cosine math-

ematical functions, in order to be able to use it in the resolution of optimization prob-

lems. This optimization method was first designed in Mirjalili in 2016 according to the 

following reference [4]. The modification of each search agent using the sine cosine 

algorithm is performed through the following two equations:  

 𝑋𝑖
𝑡+1 = {

𝑋𝑖
𝑡 + 𝑟1 × 𝑠𝑖𝑛(𝑟2) × |𝑟3𝑃𝑖

𝑡 − 𝑋𝑖
𝑡|, 𝑟4 < 0.5 

𝑋𝑖
𝑡 + 𝑟1 × 𝑐𝑜𝑠(𝑟2) × |𝑟3𝑃𝑖

𝑡 − 𝑋𝑖
𝑡|, 𝑟4 ≥ 0.5

 (6) 

With r2 : random variable such that r2 in [0,2π], r3 a random variable, r4 is used 

for the choice of search paths, sine or cosine, based on the random values of the first 

equation, Pi: the objective solution and r1 is between m and 0 in order to balance the 

iteration and represented below: 𝑟1(i) = m × (1 −
i

imax
 ) where: 

 imax : The total number of iteration  

 m >0 

 i: the present iteration 

 

Fig. 1. Basic sine cosine algorithm 
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SCA is an optimization algorithm which refers to a population already generated by 

sine and cosine mathematical functions. Among the similar algorithms we find MHA, 

SCA which generate start a set of random solutions. Subsequently, the different solu-

tions are evaluated due to the objective function. After this step the different resolutions 

are evaluated, we choose the best among them, in order to store the optimal solution 

and represent it as the next destination point. The different results are updated to gen-

erate new ones, through the sine and cosine functions. The algorithm ends when the 

number of iterations of the algorithm is satisfied.  

The algorithm 4 demonstrates the different stages of this process 

Algorithm 3 steps of sine cosine algorithm: 

Step1: Initialize a (solutions) (Y). 

Step2: Evaluate each solution by the objective function. 

Step3: Update the best solution obtained. 

Step4: Update the parameters r1, r2, r3, and r4. 

Step5: Update the solution using the equation 1 defined before until reaching the 

maximum number of iterations.  

Step6: Return the optimal solution.  

The goal of the basic SCA is to be able to find new promising spaces of solutions in 

a rather short time frame. In this paper we will proceed to a hybridization in order not 

to fall on the local optima and at the same time to improve the classification or the 

prediction of the problems by optimizing the objective function. In our case the objec-

tive function is the fitness function. The fitness function F is defined by:  

 F ([𝑎1, 𝑎2, . . . , 𝑎𝑞]) =
1

N
∑ (𝑦𝑖 − 𝑡𝑖)

2n
i=1  (7) 

𝑦𝑖: predicted output by the algorithm 2 

𝑡𝑖: the desired target 

N: the number of individuals 

𝑎𝑗: Represent the number of neurons in the jth hidden layer. 

3 Proposed new algorithm: (DeepSCA) 

The SCA method is a meta-heuristic algorithm which is based on optimization in 

large solution domain. On the other hand, in certain cases its capacity to escape the 

local optimum is weakened, mainly due to the lack of diversity and the extraction of 

the best available memory, in terms of quality of the solution according to [8] [7]. This 

is why we are going to proceed with a hybridization method in order to be able to im-

prove the results obtained.  

Algorithm 5 steps of the hybrid algorithm 

Step1: Initialize the neural network with the algorithm 3.  

Step2: Create a neural network. 

Step3: Train the network net using the training data.  

Step4: Estimate the targets using the trained network y = net(x), 

y: the output generated by the patternnet.  

Step5: Calculate the fitness function with the formula (2.7) 
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Step6: Run the sine cosine algorithm, with the algorithm 4. 

Step7: Get the fitness optimized. 

Step8: Get the optimal architecture of neural networks. 

4 Application 

The detection of hearth attack is quite difficult by human analysis in some cases due 

to the large number of data and samples. That's why we should resort to an automatic 

method. But to have a good prediction it is not enough to make it just automatic but 

also efficient. The analysis of the detection will be based on the information’s already 

registered. 

In the following we will display the data that we will use as an application, and then 

the different results obtained will be represented in figures and finally a comparison of 

the different methods to demonstrate the efficiency of our model. 

4.1 Heart attack analysis classification 

The data used in our application as well as all the information concerning the attrib-

utes used are taken from [14]. 

The database contains 76 attributes, but all published experiments refer to using a 

subset of 14 of them. In particular, the Cleveland database is the only one that has been 

used by ML researchers to this date. The "goal" field refers to the presence of heart 

disease in the patient. It is integer valued from 0 (no presence) to 4. Experiments with 

the Cleveland database have concentrated on simply attempting to distinguish presence 

(values 1,2,3,4) from absence (value 0).  

The data contains 300 observations with 13 categorial/symbolic attributes and one 

target:  

Age: age in years  

Sex: sex (1 = male; 0 = female)  

Cp: chest pain type  

─ Value 1: typical angina  

─ Value 2: atypical angina  

─ Value 3: non-anginal pain  

─ Value 4: asymptomatic  

Trestbps: resting blood pressure (in mm Hg on admission to the hospital)  

Chol: serum cholestoral in mg/dl  

Fbs: (fasting blood sugar > 120 mg/dl) (1 = true; 0 = false)  

Restecg: resting electrocardiographic results  

─ Value 0: normal  

─ Value 1: having ST-T wave abnormality (T wave inversions and/or ST elevation or 

depression of > 0.05 mV)  

─ Value 2: showing probable or definite left ventricular hypertrophy by Estes' criteria 
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Thalach: maximum heart rate achieved  

Exang: exercise induced angina (1 = yes; 0 = no)  

Oldpeak = ST depression induced by exercise relative to rest  

Slope: the slope of the peak exercise ST segment  

─ Value 1: upsloping  

─ Value 2: flat  

─ Value 3: downsloping  

Ca: number of major vessels (0-3) colored by flourosopy  

Thal: 3 = normal; 6 = fixed defect; 7 = reversable defect  

Attribute: Num: diagnosis of heart disease (angiographic disease status)  

─ Value 0: < 50% diameter narrowing  

─ Value 1: > 50% diameter narrowing  

(in any major vessel: attributes 59 through 68 are vessels)  

The purpose of this study was to predict heart attack status for each patient. We 

performed an 80% - 10% data distribution to create independent training and test sets. 

In the training set, we also isolated 10% of patient to create an independent validation 

set. The splits were performed in a satisfied manner to maintain the same proportion of 

default cases in the training, validation and test sets.  

To prove the utility and the performance of our model it is necessary to compare it 

with other methods (Table 1 and 2). 

The purpose of this classification is to know which people are susceptible to have a 

heart attack. 

4.2 Result and discussion 

By applying the classical method which is the basic neural network with a random 

choice of number of neuron, in this case we used a network of 3 hidden layers: the input 

layer contains 4 neurons, the first hidden layer contains 1 neurons, the second one 9 

neurons, the third one 19 neurons and the last layer which is the output layer contains 

2 neurons.  

As a result, we have the confusion matrix in Figure. 2 with a 55% of good predic-

tions: classification that are correctly classified and 45% are bad classified.  
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Fig. 2. Confusion matrix obtained by the deep neural network algorithm: Heart attack 

Finally, by applying our proposed model: Hybridization of neural networks and Sine 

Cosine Algorithm for better classification we obtain satisfactory results (Figure 3). As 

a result, we have the confusion matrix in Figure 3 with a 91.4% of the good prediction: 

classification that are correctly classified and 8.6% are bad classified. 
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Fig. 3. Confusion matrix obtained by our algorithm: Hearth attack 

The optimal architecture generated by our algorithm allow us to have a good classi-

fication that is represented in Figure 4. 

 

Fig. 4. Optimal architecture  
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Our work has shown that a simple deep learning algorithm with randomly placed 

numbers of neurons is not efficient enough, and the choice of several combinations of 

each number of neurons of each hidden layer to have the best performance is a waste 

of time and a risk of not trying all possible combinations. While our model allows to 

obtain the best combination of neural networks for each hidden layer for better classi-

fication.  

 

Fig. 5. ROC curve obtained by the deep neural network algorithm: Heart attack 
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Fig. 6. ROC curve obtained by our algorithm: Heart attack 

For this first comparison between the result of the Deep neural network and our hy-

brid model we will need the following relations:  

The accuracy of a test means the ability to differentiate the patient susceptible to 

heart attack or not correctly. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 + 𝑇𝑁) /(𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁) (8) 

The sensitivity of a test means the ability to determine the patient susceptible to heart 

attack cases correctly. To estimate it, we should calculate the proportion of true positive 

in-patient cases. 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  𝑇𝑃 / 𝑇𝑃 + 𝐹𝑁 (9) 
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The specificity of a test means the ability to determine the patient not susceptible to 

heart attack cases correctly. To estimate it, we should calculate the proportion of true 

negative in transaction cases. 

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  𝑇𝑁/ (𝐹𝑃 + 𝑇𝑁) (10) 

Where TP indicates true positive, TN indicates true negative, FN indicates false neg-

ative, and FP indicates false positive. 

Table 1.  Comparison Deep neural netwoork algorithm and DeepSCA 

Method Accuracy Sensitivity Specificity 

Classic algorithm 55 0 100 

DeepSCA 90.1 90.6 92.1 

 

Increasing the number of classifications in this case will allow us to prevent heart 

attack. Through all the results obtained and the comparison with existing methods, we 

see that our model is efficient and gives good results. This will allow in this case to 

detect heart attack eventually, to reduce the loss of time in the hospital area with a good 

prediction. 

Table 2.  Comparison of the different methods  

Methods Accuracy 

Neural networks 0.55 

Classification tree 0.56 

Fuzzy Logic 0.12 

Hybrid sine cosine and neural networks 0.914 

 

Increasing the number of classifications in this case will allow us to prevent more 

heart attacks. 

Through all these models we could prove that with the use of our hybridization al-

gorithm, we can have an optimal architecture of the neural network without having to 

adjust the number of neurons in each layer to have a good classification with a high 

accuracy. 

5 Discussion and futures works 

In this study, the databases were reduced to accommodate the available GPU (8 GB). 

If the GPU memory is large, the following studies will be done on larger databases. 

Working on large databases will affect the quality of classification.  

Finally, our work proves that the hybridization of the two algorithms deep learning 

algorithm and sine cosine algorithm optimizes our neural network architecture, in order 

to optimize the error and have a good classification. Therefore, the hybridization 

method between neural networks and Sine Cosine Algorithm improves the classifica-

tion for better detection of people at risk of credit risk depending on the application.  
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Our approach can help banking systems detect people at risk in order to increase the 

number of accepted credit files and reduce rejected files. This method can be applied 

to other financial or other issues.  

As future research, there are many works to do. To name a few an optimization using 

Particle Swarm Optimization, Grey Wolf Optimizer, Ant Lion Optimizer, Moth Flame 

Optimizer.  
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