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Abstract—Automatic detection of heartbeat is critical for early cardiovascu-
lar disease prevention and diagnosis. Traditional feature methodologies based on 
expert knowledge cannot abstract and represent multidimensional and multi-view 
information. Hence traditional research on heartbeat detection pattern recognition 
cannot produce adequate results. The proposed method in this research used Dis-
persion Entropy (DisEn) on Multidistance Signal Level Difference (MSLD) for 
feature extraction and Support Vector Machine (SVM) method for classifying the 
ECG signals. The ECG datasets used in this research were obtained from the 
MIT-BIH Arrhythmia database. The experiments result using 5-fold cross-vali-
dation revealed that at distance D= 1-15 had the highest accuracy of 91% to clas-
sify the ECG data into Normal Sinus Rhythm (NSR), Left Bundle Branch Block 
(LBBB), and Atrial Fibrillation (AFIB) from the MIT-BIH Arrhythmias data-
base. 

Keywords—electrocardiogram, dispersion entropy, SVM, multidistance signal 
level difference 

1 Introduction 

The electrocardiogram (ECG) is one of the most frequently used techniques for di-
agnosing heart disease [1], [2]. The ECG records the heart's electrical activity over time 
by placing electrodes on the skin[3]. This signal is utilized to diagnose heart health and 
can be accessible by grasping the essentials of its distinctive waves: T, U, P, and QRS 
complex [4]-[6]. Our previous work was implemented an ECG classification based on 
information theory to decompose the ECG signals and employed the SVM algorithms 
as classifiers [7]. The results conduct the highest accuracy is 81.1%, with sensitivity 
and specificity of 89.8% and 79.4%. However, the proposed method still needs to be 
developed to assist clinical diagnosis. Therefore in this work, we proposed optimization 
of the performance from the previous experimental[7] to classify the ECG signals into 
three classes: Normal Sinus Rhythm (NSR), Left Bundle Branch Block (LBBB), and 
Atrial Fibrillation (AFIB). 

Some research has been done in the past to classify cardiac disease based on the ECG 
signal. Some of them were processed to time-domain feature extraction [8]-[13]. 
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Whereas DisEn was just released and performed excellently, suggesting that it should 
be examined further, particularly in biosignal cases[14]-[16].On the other hand, the 
prior studies for classifying ECG signals widely used the Support Vector Machine 
(SVM) approach [17]. Our previous research [18], had been simulated the sample en-
tropy on Multidistance Signal Level Difference (MSLD) for feature extraction and the 
SVM method for epileptic EEG signal classification. The result was conducted with the 
highest accuracy of 97.7%. By calculating the entropy at different signal levels, it is 
thought that it will increase the classification accuracy. 

According to the previous related works above, feature extraction plays a critical 
role in pattern identification, particularly for ECG data. In this research, we used the 
DisEn on Multidistance Signal Level Difference (MSLD) for feature extraction to de-
scribe the dynamics of biological signals and SVM as a classifier. The feature extraction 
step generates 20 values as feature vectors for each MSLD signal with a distance D of 
1 to 20. Finally, the performance evaluation of the proposed method uses 5-cross vali-
dation to divide training data and test data. The test was carried out on three different 
ECG data classes: normal sinus rhythm (NSR) (283 datasets), AFIB (135 datasets), and 
LBBB (103 datasets) from an accessible MIT-BIH Arrhythmia database. 

2 Material and methods 

2.1 ECG dataset 

The datasets used in this research was obtained from an accessible the MIT-BIH 
Arrhythmia database of ECG signals on http://www.physionet.org PhysioNet [19]-[21]. 
The ECG signals of forty-five patients were captured using 200 [adu/mV] amplification 
and a sampling frequency of 360 Hz. One lead is used to record signals. This database 
has 17 different ECG classes: normal, cardiac rhythm, and 15 abnormal ECG classifi-
cations. In this work, the ECG signals used consist of 283 datasets of normal sinus 
rhythm (NSR) class, 135 datasets of Atrial Fibrillation (AFIB) class, and 103 datasets 
of Left Bundle Branch Block (LBBB) class. The visualisation of three classes the ECG 
signals are shown in Figure 1. 
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Fig. 1. The visualisation of Normal sinus rhythm, AFB, and LBBB signal 

2.2 Multi-distance signal level difference 

Multi-distance signal level difference (MSLD) is a method for generating a new sig-
nal by calculating the delta of two sample points of the signal according to a specified 
distance. MSLD is a modification of the grey-level difference (GLD) method [18]. The 
difference with GLD, MSLD is calculated as a one-dimensional (1D) vector. With 
MSLD, it can be calculated the pattern of occurrence of one sample point to another 
sample point at a specific distance. Equation 1 shows the MSLD formula used in this 
study. 

 𝑆𝑆𝑑𝑑(𝑖𝑖) = |𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖 + 𝑑𝑑)| (1) 

Where 𝑖𝑖 is sample point (1, 2, …, 𝑁𝑁- 𝑑𝑑), 𝑑𝑑 is specific distance (in this study 𝑑𝑑 = 1-
20), and 𝑆𝑆𝑑𝑑 is the new signal with distance 𝑑𝑑. The MSLD computation with distance d 
is illustrated in Figure 2. 
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Fig. 2. The MSLD computation 

2.3 Dispersion entropy 

Entropy in a signal can be interpreted as a measure of the uncertainty or dynamics 
of the signal. Entropy is thought to represent the complex nature of biological signals. 
If there is an abnormality in a system, it can cause changes in signal complexity. The 
basis for calculating entropy is Shannon entropy which was later developed into several 
methods including approximate entropy, Renyi entropy, Tsallis entropy, sample en-
tropy, and permutation entropy. Recently, dispersion entropy (DisEn) has received 
great attention, where DisEn has been shown to outperform sample entropy and per-
mutation entropy. 

Dispersion entropy was first introduced by Rostaghi & Azami in 2016 [16]. Disper-
sion entropy transforms data into new signals with several predetermined patterns and 
then the probability of the occurrence of these patterns is calculated. The DisEn calcu-
lation method is based on a new signal pattern mapping function with parameters: 
length m template; the number of classes c represents the number of patterns, and the 
delay time d. In this study, m=2, c=6, and d=1 are used. For each c^m of potential 
dispersion pattern, the frequency is calculated using the equation: 

𝑝𝑝(𝜋𝜋𝑣𝑣0𝑣𝑣1…𝑣𝑣𝑚𝑚−1) = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁{𝑖𝑖|𝑖𝑖≤𝑁𝑁−(𝑚𝑚−1)𝑑𝑑,𝑧𝑧𝑖𝑖
𝑚𝑚,𝑐𝑐ℎ𝑎𝑎𝑎𝑎 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝜋𝜋𝑣𝑣0𝑣𝑣1…𝑣𝑣𝑚𝑚−1}

𝑁𝑁−(𝑚𝑚−1)𝑑𝑑
 (2) 

𝑝𝑝(𝜋𝜋𝑣𝑣0𝑣𝑣1…𝑣𝑣𝑚𝑚−1) represents the number of dispersion patterns 𝜋𝜋𝑣𝑣0𝑣𝑣1…𝑣𝑣𝑚𝑚−1 that are as-
signed to 𝑧𝑧𝑖𝑖

𝑚𝑚,𝑐𝑐. Based on Shannon entropy, then DisEn is calculated by:  

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑚𝑚, 𝑐𝑐,𝑑𝑑) = −∑ 𝑝𝑝(𝜋𝜋𝑣𝑣0𝑣𝑣1…𝑣𝑣𝑚𝑚−1). 𝑙𝑙𝑙𝑙(𝑝𝑝(𝜋𝜋𝑣𝑣0𝑣𝑣1…𝑣𝑣𝑚𝑚−1))𝑐𝑐𝑚𝑚
𝜋𝜋=1  (3) 
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2.4 Performance evaluation 

Figure 3 shows the proposed ECG signal classification system. Dispersion entropy 
is calculated for each new MSLD signal with a distance D of 1 to 20. This process 
generates 20 values as feature vectors. Finally, the performance evaluation of the pro-
posed method uses 5-cross validation to divide training data and test data and SVM as 
a classifier. Figure 4 shows an illustration of the distribution of test data and training 
data with five iterations where each iteration is then evaluated for its performance. At 
the end of the step, the average performance is calculated. Performance parameters in-
clude accuracy, sensitivity, and specificity. 

 
Fig. 3. Proposed system 

 
Fig. 4. The illustration of 5-cross validation 

3 Results and discussion 

Figure 5 depicts an example of the MSLD results at a distance of 1 to 5 for the AFIB 
signal. MSLD will generate a new signal for each distance. This new signal is the dif-
ference of two signal samples with a specified distance D. This new signal has a basic 
shape that is similar to the original signal, but the amplitude value is lower. 
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Fig. 5. MSLD results of AFIB 

The average DisEn calculation results for each distance D for normal, AFIB, and 
LBBB are presented in Figure . Based on Figure 6, it can be seen that the normal ECG, 
AFIB, and LBBB generate different DisEn values as discriminant features. ECG LBBB 
has the greatest DisEn value compared to others. Normal ECG has a DisEn value be-
tween AFIB and LBBB. The significance test was not carried out in this study because 
the evaluation of the performance of the proposed method directly uses a classification 
simulation.  

 
Fig. 6. Dispersion entropy for each signal and distance D 
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In the classification stage there is no special treatment in feature selection, only de-
termined based on distance D=1-5, D=1-10, D=1-15, and D=1-20 for evaluation and 
finding the highest classification accuracy. Table 1 shows the accuracy for each sce-
nario. The highest accuracy achieved is 91% with D=1-15 using Gaussian SVM. At 
D=1-5 and D=1-10 it produces the lowest accuracy because the DisEn features with 
these distances may not be significantly different. As with D=1-20, the feature D=16-
20 has similar characteristics so that it produces an accuracy value that is not higher 
than D=1-15. So it can be concluded, MSLD-dispersion entropy with D=1-15 is the 
most best scenario that can be applied.  

Table 1.  Accuracy of each scenario 
 D = 1-5 D = 1 -10 D = 1-15 D = 1 - 20 

Linear SVM 63.5 68.9 80 80.8 
Quadratic SVM 72.7 82.3 85.2 85.2 
Cubic SVM 72.2 87.3 89.4 88.5 
Gaussian SVM 81.4 87.7 91 90.2 

 
Based on the confusion matrix shown in Table 2, it is known that AFIB produces the 

highest error. Some AFIB ECGs are classified as normal ECGs. Based on the charac-
teristics shown in Figure 4, at D=1-10, AFIB and normal have a similar DisEn value so 
that it can reduce accuracy. The proposed method yielded a sensitivity and specificity 
of 90% and 92%, respectively. All performance parameters outperformed previous 
studies as reported in [7]. Another implication is that the measure of signal dynamics 
represented by dispersion entropy can be considered in the analysis and classification 
of ECG signal abnormalities. 

Table 2.  Confusion matrix for highest accuracy 

 Predicted class 
Acc. (%) Sens. (%) Spec. (%) 

AFIB LBBB Normal 

True 
class 

AFIB 120 5 10 88.89 
90 92 LBBB 3 94 6 91.26 

Normal 8 15 260 91.89 

4 Conclusion 

We have succeeded in developing the ECG Signal Classification using a 
combination of MSLD and dispersion entropy methods. MSLD generates a new signal 
at each distance, while dispersion entropy describes the dynamics of biological signals 
so that analysis and classification of ECG signal abnormalities can be carried out. The 
system can classify into 3 classes including normal, AFIB and LBBB. Performance 
results are better than previous studies for maximum accuracy parameters of 91%, 
sensitivity of 90% and specificity of 92%. The Gaussian SVM method is superior to 
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other methods. In further research, this classification method can be developed into the 
introduction of ECG and determine the follow-up treatment based on the data obtained. 
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