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Abstract—In many countries, agriculture has an excess impact on life of hu-
man beings and economic status. As leaf plays an important role, it gives infor-
mation about the quantity and quality of agriculture yield depending upon the 
condition in advance. In this paper, we proposed the system which focuses on the 
detection of disease in plant leaves using Deep Learning approach. The main two 
processes that we used in our system are GUL Application and Deep Learning. 
We used CNN for classification of diseases and Remedy Recommendation upon 
diseased leaf selected from the Plant Village Dataset. This dataset consists of 
both healthy and unhealthy leaves. Our results show that the CNN Model 
achieves 96% accuracy for 8 epochs using Tensor flow. 

Keywords—CNN, tensor flow, deep learning 

1 Introduction 

Plants have been facing many harmful diseases that cause significant reduction in 
the quantity and quality of agricultural products [2]. Plants can be affected in many 
ways such as soil fertility, climatic changes etc. Out of these disease plays a major role 
to affect the plants. Plants are affected by many kinds of diseases that target different 
parts of the plant body such as leaf, stem, seed, and fruit and so on [3]. A leaf is a plant 
organ exposed to the external environment. Leaves are the primary way in which plants 
interact with the atmosphere and take care of their basic needs. 

The main function of the plant is photosynthesis which is done by the leaves, so 
leaves are very important to a plant’s overall health and survival. Usually, plant diag-
nostics are performed with visual inspections by experts and if appropriate, bioassay is 
a second choice [4]. They are usually expensive and time consuming. Thence, looking 
for a quick, less costly and précised ways to smartly detect the diseases on the plant 
leaf. In our study, we are proposing a system which can be used to identify the particular 
type of disease a plant leaf might have. To do that, we have come up with an automated 
system using deep learning techniques, a system that will contribute in country’ s agri-
cultural development by automatically identifying and classifying diseases from the 
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images of leaves. In this paper, we have focused on the identification of three leaf dis-
ease detection (bacterial spot, late blight and yellow leaf curl virus). The reason for 
choosing these three diseases is the prevalence of these diseases in daily essential plants 
like tomato, Pepper bell, Peach, Potato.  

We have many technologies which used computer-based methodologies which are 
used to detect the diseases of plant leaves with the help of input given as leaf image. In 
the field of machine learning and Image Processing [29], object detection and location 
have recently gained a great deal of attention and many promising methods. Such au-
tomated methods have made way to solve the problems, but the toughest challenge is 
the consistency and robustness of the tests performed. Identifying the disease at early 
stage and suggesting the remedy to avoid maximum harm caused to the crop yield is 
important. So, we used CNN algorithm, to classify the disease and suggest remedies. 

In Deep Learning, a Convolutional Neural Network (CNN or Convnet) is a class of 
Artificial Neural Network most commonly applied to analyze visual imagery. It is used 
for classification. It gives more accurate results. The classifier is evaluated using a mix-
ture of different features. CNN consists of reference layers, the center layers and also 
Output layers. 

This paper proposes such an approach that makes disease prediction and classifica-
tion of the three mentioned diseases and also suggests remedy to save the plant. This 
remedy suggestion will be different for different disease (for e.g.: tomato leaves with 
spot disease to control use spray copper fungicide, whereas tomato leaf with yellow 
curl virus we grow then under greenhouse conditions). As mentioned in example every 
diseased leaf is treated in different manner. The novelty of the paper lies in the detection 
of leaf diseases using deep learning approach with high accuracy. 

2 Literature review 

In the paper “Deep learning for Image-Based Plant detection” the authors Prasanna 
Mohanty et al. [1], have introduced an approach to detect disease in plants by training 
a convolutional neural network. The CNN model [28] is trained to identify healthy and 
disease affected plants of 14 species. The model achieved an accuracy of 99.35% on 
test set data. When using the model on images procured from trusted online sources, 
the model achieves an accuracy of 31.4%, while this is better than a simple model of 
random selection, a more very different training data set can aid to increase the accu-
racy. Also, some other variations of model or neural network training may yield higher 
accuracy, thus paving a path for making plant disease detection easily available to eve-
ryone. 

Malavika Ranjan et al. in the paper “Detection and Classification of leaf disease 
using Artificial Neural Network” [2], [27] proposed a vision to detect diseases in plants 
utilizing the captured image of the diseased leaf. Artificial Neural Network (ANN) is 
properly trained by choosing feature values to distinguish between diseased plants and 
healthy ones. The ANN model achieves an accuracy of 80%. 

In the paper “Detection of unhealthy regions of plant leaves and classification of 
plant leaf diseases using texture features” by S. Arivazhagan[3] , disease identification 
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process includes four main steps : first, a color transformation structure is taken for the 
given input RGB image, and then by means of a particular threshold value, the green 
pixels are European Journal of Molecular & Clinical Medicine ISSN 2515-8260 Vol-
ume 7, Issue 07, 2020 1607 detected and uninvolved, which is followed by segmenta-
tion process for obtaining beneficial segments the texture statistics are calculated. To 
classify the disease, we use the classifier used for the extraction of features.  

Emanuel Cortes in his paper “Plant disease detection uses CNN and GAN” [4] pro-
posed an approach to detect plant disease using Generative Adversarial networks. Back-
ground segmentation is used to ensure proper feature extraction and output mapping. It 
is seen that Gan’s is used to classify diseases in plants, however segmentation based on 
background did not improve accuracy. 

Kulkarni et al. in the paper “Applying image processing technique to detect plant 
diseases” [5], a methodology to detect plant diseases at a beginning stage and is very 
accurate, using artificial neural network (ANN) and diverse image processing tech-
niques. As this particular view is based on ANN classifier for classification and Gabor 
filter for features extraction, it gives good results with an accuracy of 91%. 

3 Proposed methodology 

In this proposed system, we had interaction with the end user with a Graphical User 
Interface that helps a person to experience Automated Disease Detection of leaves. Our 
model is proposed to classify some of the plant leaf disease for the classification of 
plants affected by certain specific disease. The most common disease that occur in a 
plant by examining the leaves of plants are: 

1. Bacterial Spot  
2. Late Blight  
3. Yellow curl virus 

 
(a)                        (b)                         (c) 

Fig. 1. (a) Bacterial spot, (b) Late blight, (c) Yellow curl virus 

Our Model will only concentrate on the picture of leaf affected with these disease 
while training the model, it will learn specific properties that are existed in the subject 
of image and will mostly consider the properties to be a class. In this way different 
properties follow different classes. Therefore, to focus on the plants and diseases they 
got affected, we trained our model with the most valued images in a segmented manner. 
This model provides high accuracy in detecting leaf diseases.  
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3.1 Architecture 

Figure 2 represents the workflow of the entire work. The leaf disease dataset was 
taken from SP Mohanty Repository, et al. [1]. The dataset was created manually by 
separating infected leaves into three different disease classes and Healthy leaves into 
other class. There are three diseases: Bacterial spot, Late blight, and yellow leaf curl 
virus, each having 200 images. The format of each image is .jpg. The size of the all-
dataset images is set to same proportion before giving it to model. After that, the images 
are read and converted in to data array and are passed to CNN model. It gives out feature 
vector, then by applying some equations on feature vectors the leaf images are classifies 
into particular disease and suitable remedy is recommended. 

 
Fig. 2. Architecture of proposed methodology 

3.2 Dataset 

Data collection. The plant village dataset was taken from SP Mohanty Repository. 
The dataset used for this approach is manually created by separating the diseased leaves 
in to three classes as shown in Figure 1 and also a set of healthy leaves are used to make 
model learn the difference between diseased or not. 

• The dataset was then split into two parts: training set, which comprises of the 80% 
data and test set, which comprises of the remaining 20%.  

• The train set consists of 3200 images each class consisting of 800 images, whereas 
in test set total 800 images i.e., 20% of dataset. 
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Data preprocessing. In the preprocessing phase various transformations are applied 
on the training set for avoiding overfitting i.e., if we do not apply these transformations 
model will be performing well on the training set and will perform poorly on the test 
set. This process helps us to obtain the images with good content from scratch. The 
below technologies are used to obtain our Dataset which contains the most valued im-
ages. 

• Image acquisition: It is the preparation and research collection of required type of 
images. The images captured may have different shapes and proportions, so the im-
ages are pre-processed and taken to the same size, removing noise, background and 
the unnecessary distortions. The output image obtained is given as input for the next 
module. 

• Segmentation: Segmentation is done in order to obtain areas of interest, achieved 
using K-Means Clustering algorithm, Otsu detection, RGB conversion to HSI con-
version. Segmentation is performed using Boundary and Spot Detection Algorithms, 
which help to identify the area of interest. The 8 connectivity pixels are considered 
for boundary detection and the respective algorithms are used. A collection of fea-
tures is considered to form clusters using the K-Means clustering algorithm. The 
Otsu procedure is used to set the threshold. Threshold helps to create binary images 
from a grey scale, i.e., by setting a threshold value, and pixels below that threshold 
are set to 0 and above that threshold are set to 1. 

After the images are segmented, then the next step is creating training data, we read 
the image content using imread() function from OpenCV library and the label array is 
attached to the output of above function. Every image goes through above process. This 
training data is stored in array format uses NumPy module. After this we load training 
data and start building the model. 

3.3 Building the model 

For building model, we had used CNN algorithm on images. Convolutional Neural 
networks will be taking the leaf images as an input and at the end will be classifying 
the type of the disease it was affected by as the output. 

 
Fig. 3. Architecture of CNN algorithm 

Recent advances in deep learning helped to evolve CNN as the best algorithm for 
Image classification. In the present algorithm two convolutional layers are employed, 
as more the convolutional layers the better the model performance. Activation function 
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used is ReLU, this function if positive returns the input directly as an output else returns 
zero, it also helps in imparting non- linearity and helps in increasing model accuracy. 
As this paper is regarding multi class classification, categorical cross entropy has been 
utilized as the loss function, these functions are used for determining the error between 
the output of our model and the target value. To achieve the best possible accuracy, we 
had operated our model with “Adam” as the optimizer. 

CNN consists of layers, the reference layers, central layers and the output layers. 
These layers perform some operations. They are Convolution, Max Pooling, Flattening 
and Full Connection. 

Convolution. It is core building block of CNN.This layer performs a dot Product 
between two matrices, one is set of learnable parameters called as filter or kernel and 
the other is input image matrix. The kernel is spatially smaller than the image, but con-
sists of same number of channels in depth wise.  

 𝑊!"# =
$%&'()

*
	+ 1 (1) 

Formulae (1), If we have an input of size W x W x D and Dout number of kernels 
with a spatial size of F with stride S and amount of padding P, then the size of output 
volume is determined by Wout. 

Figure 4 represents convolution process where we slide the filter over the next re-
ceptive field of the same input image by a Stride and do the same operation again. We 
will repeat the same process again and again until we go through the whole image. The 
output will be the input for the next layer. Convo layer also contains ReLU activation 
to make all negative value to zero. 

 
Fig. 4. Convolutions 

Max pooling. Pooling layer is used to reduce the spatial volume of input image after 
convolution. It is used between two convolution layer. If we apply FC after Convo layer 
without applying pooling or max pooling, then it will be computationally expensive. 

 𝑊!"# =	
$%&
*
+ 1 (2) 

Formulae (2), If we have an activation map of size W x W x D, a pooling kernel of 
spatial size F, and stride S, then the size of output volume is determined by Wout. 
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Figure 5 shows First rectangle is the feature map and the second rectangle is the 
pooled feature map. In this stage we are considering maximum values to not to lose the 
valuable features of the images. Benefits of Max pooling are reduction in size and in-
troduction of spatial invariance. 

 
Fig. 5. Pooling 

Flattening. In this step Pooled feature map is converted into a 1- dimensional array 
for providing the 1-dimensional array as input values to the neural network. 

Figure 6 describes the flattening process, where above a 3x3 matrix is converted to 
one dimensional array which is then given as input to FC layer. 

 
Fig. 6. Flattening 

Fully connected layer. In this stage Flattened layer values will be given as input to 
the neural network, with the addition of fully connected layer neural network will be 
learning the non- linear combinations of these features and performs classification. This 
fully connected layer outputs the probability of each class and the class with the highest 
probability will be the output of the Convolutional Neural network. 

4 Experimental analysis 

4.1 Dataset 

For this experiment, we used public dataset for leaf disease detection called Plant 
Village curated by Sharada P Mohanty. This dataset consists of healthy and unhealthy 
images of leaves having 38 classes out of which we have selected leaves from 10 classes 
that have 3 diseases in common. 

The Dataset used for analysis is manually created by separating the diseased leaf 
images in to three classes namely: yellow curl virus, Bacterial spot and Late blight, 
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which are found to be most common in Tomato, Potato, and Peach and Pepper bell 
leaves. Healthy Leaves are also included to make the model learn the difference be-
tween whether a leaf is diseased or not. The images in the dataset must be preprocessed 
i.e. Activities like, all leaf images will be of different proportions so they have taken in 
to same size. After this step the images are segmented which helps to create binary 
images from grayscale. The last step of preprocessing dataset is to read the image con-
tent using imread () i.e., function from OpenCV library and the respective label array 
is also attached to the above output. This data of every leaf image present in dataset is 
stored in array format using NumPy module. 

In this experiment, a dataset containing total of 4000 leaf images are used. From this 
the dataset was split in to two parts, where one for training and other for testing. Here 
80% of our dataset is used for training and remaining 20% for testing. The ratio size of 
training and testing datasets is 4:1. 

Figure 7 shows the snapshot of leaf images used for this leaf disease detection ex-
periment. It consists of Healthy and Unhealthy leaf images of four types of plants to-
mato, potato, and peach and pepper bell. 

 
Fig. 7. Leaf images dataset 

4.2 Parameters 

For evaluating whether a model is best or not we have many metrics like Accuracy, 
Precision, Recall and F1 score. These all are metrics of classification. A confusion 
matrix is often used to describe performance of classification model. It consists of four 
parameters. They are True Positives, True Negatives, False Positives and False 
Negatives. 

Figure 8 represents the confusion matrix where, True positives (TP) are correctly 
predicted positive values and True Negatives (TN) are correctly predicted negative val-
ues. False Positives (FP) and False negatives (FN) occurs when the actual class contra-
dicts predicted class. 

 
Fig. 8. Confusion matrix 
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Accuracy. It is most intuitive performance measure and it is simply ratio of currently 
predicted observations to toal observations. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = +)'+,
+)'+,'&)'&,

 (3) 

Formulae (3) where (TP+TN) represents predicted observations and 
(TP+TN+FP+FN) are total observations. 

Precision. It tells about how precise the model is out of those predicted positive, 
how many of them are actual positive. It is a good measure to determine, when the costs 
of False Positive are high. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = +)
+)'&)

 (4) 

Formulae (4) where (TP) represents actual positives and (TP+FP) are total predicted 
positive observations. 

Recall. It calculates how many of actual positives our model capture through 
labelling it as positive i.e., True Positives. It is a good metric to select best model when 
the cost associated with False Negative are high. 

 𝑅𝑒𝑐𝑎𝑙𝑙 = +)
+)'&,

 (5) 

Formulae (5) where (TP) represents actual positives and (TP+FN) are predicted 
positive observations which consists of wrongly predicted positives. 

F1 score. It is a function of precision and recall. This is most needed when you want 
to seek balance between precision and recall. Useful when there is an uneven class 
distribution i.e., large number of actual negatives. 

 𝐹1	𝑆𝑐𝑜𝑟𝑒 = )-./010!2∗4./566
)-./010!2'4./566

 (6) 

Formulae (6) includes both previously defined precision and recall values. 

4.3 CNN model 

This CNN algorithm is implemented in python language with help of Visual Studio 
Code, using various modules like OpenCV, NumPy, Matplotlib, TensorFlow, sklearn. 

Figure 9 describes that in our Model, layers that are added to the neural network for 
efficient processing, in this algorithm two convolutional layers are deployed, max pool-
ing is chosen to capture the important features of the image, flatten layer is added to the 
network for transmitting one dimensional array as an input to the neural network two-
dimensional array into a one-dimensional array for sending the values of this and finally 
output layer is added for classifying the type of leaf disease. 
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Fig. 9. Layers in CNN model 

4.4 Results 

For evaluation of the algorithm performance in this paper accuracy had been taken 
into consideration as evaluation metric and loss values had been captured for finding 
out the trade-off between the true values and predicted values. 

Figure 10 describes the variation between the training and the validation loss. Gen-
erally, loss value signifies the difference between the true value and the predicted value 
in neural networks and common loss function employed is entropy.  

 

 
Fig. 10.  Training and validation loss comparison graph 
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Figure 11 depicts the Training and validation accuracies. 
Accuracy is the metric used for evaluating the model performance. We can use these 

learning curves to diagnose whether the model is over fit, under fit or best fit based on 
the model performance on training and validation sets. A best fit model is that which 
performs well on both training and validation set. Here our model is close to best fit 
model. 

 

 
Fig. 11.  Training and validation accuracy comparison graph 

Table 1 represents scores obtained for different metrics of classification model based 
on number of test samples given to the model. Metrics included are Accuracy, Preci-
sion, Recall, F1 score. 

Table 1.  Metric values for classification model 

No. of Test Samples Accuracy Precision Recall F1 Score 
100 96.0 96.2250 96.0 96.0160 
200 96.0 96.1851 96.0 96.0319 
300 95.6667 95.9192 95.6667 95.7057 
400 95.75 96.0455 95.75 95.7914 
500 95.1999 95.5704 95.1999 95.2466 
600 94.8334 95.2203 94.8333 94.8622 
700 94.5714 94.9565 94.5714 94.5970 
800 94.75 95.1347 94.75 94.7865 
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Figure 12 describes that the Precision, Recall and F1 score graphs helps us to have a 
finer grained idea on how well a classifier is doing, as opposed to just looking the over-
all accuracy. Precision metric with higher performance shows how precise our model 
is. 

 
Fig. 12.  Comparison between precision recall and F1 score 

Figure 13 depicts that precision scores are better than accuracy values. This proves 
that not always accuracy stands as lead metric. Accuracy and Precision reflect how 
close a measurement is to an actual value. Accuracy reflects how close a measurement 
is to a known or accepted value whereas precision reflects how reproducible measure-
ments are. 

 
Fig. 13.  Precision vs. accuracy graph 

Figure 14 represents the level of accuracy for the number of test samples taken. The 
reason for the decline in graph can be the small data can be linearly separable whereas 
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the large data is not, so the algorithm failed. One more thing is maybe the later are too 
hard to classify and also the source of the image shows effect on accuracy. 

 
Fig. 14.  Number of test samples vs. accuracy 

Figure 15 represents the GUI where the user given input is analyzed by our model 
and the output i.e. Leaf status (Healthy or Unhealthy) and if unhealthy then Disease 
name is shown. 

 
Fig. 15.  GUI for leaf disease detection 

Figure 16 shows the remedies for the disease the leaf is affected These remedies are 
vary from disease to disease. 

 
Fig. 16.  GUI for remedies 
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5 Conclusion and future intensifications  

This research has contibutes to detecting the diseased leaves,thus solving the 
problem of agricultural and economic loss .It helps the farmers to have an idea on type 
of disease the leaf got effected by and situable remedies are provided.It is clear from 
theresults of the model that the convolutional neural network is capable of acheving 
results on a dataset using supervised learning considering the accuracy as main 
quantitative metric where the results of this research achieved high accuracy of up to 
96%. Convolution neural network algorithm are accustomed to increase recognition 
rates within the classification process. The results of this research will be helpful in 
detecting leaf diseases prior to its damage that inturn protects the crop.  

In this research we demonstrated only some sorts of diseases which were commonly 
known. The recommendations for the future work can be extension for more diseases 
and also with remedies suggestion. Integration of model with web or Mobile app for 
easy reach out to the farmers for leaf disease detection without any other human inter-
action. 
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