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Abstract—Respiratory diseases have been known to be a main cause of death 
worldwide. Pneumonia and Covid-19 are two of the dominant diseases. Several 
deep learning based studies are available in the literature that classifies infection 
conditions in chest X-ray images. In addition, image segmentation has been also 
applied to obtain promising results in deep learning approaches. This paper fo-
cuses on using a modified version of the U-Net architecture to conduct segmen-
tation on chest X-rays and then use segmented images for classification to assess 
the impact on the performance. We achieved an Intersection over Union of 
93.53% with the proposed modified U-Net architecture and achieved 99.36% ac-
curacy on segmentation aided ensemble classification.  
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1 Introduction 

Pneumonia is an acute respiratory disease that causes inflammation in the lungs and 
is a prominent cause of death, especially among children. COVID-19, declared a pan-
demic in early 2020, is also a severe acute respiratory syndrome that can lead to fatal 
Pneumonia conditions [1][2]. Chest radiographs are widely used in the medical domain 
to diagnose both these conditions, due to their cost-effectiveness and non-invasive na-
ture. However, identifying abnormalities by reading chest X-rays can be challenging 
for a non-expert. Moreover, distinguishing between normal and COVID-19 caused 
Pneumonia can also be difficult due to the identicalness between them. 

Many studies have been conducted on using different classification techniques for 
diagnosis in the medical domain [3]. Our previous work has proposed Convolutional 
Neural Network (CNN) architecture based classification of chest X-ray images to diag-
nose COVID-19 Pneumonia and normal Pneumonia [4][5]. At the same time, image 
segmentation is also a widely discussed area in this domain [6]. Lung segmentation is 
a process that can identify the regions as well as the boundaries of the lung area from 
the surrounding thoracic tissue and is regarded as an important initial step in pulmonary 
image processing to perform further computer analysis [7]. This paper proposes a deep 
learning-based lung segmentation model together with an ensemble for classification 
to detect COVID-19 and normal Pneumonia in chest X-rays. We present the positive 
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impact of chest X-ray segmentation for the performance improvements of the classifi-
cation model based on CNN architectures. 

This paper is structured as follows. Section 2 explores the background of this study. 
Section 3 and Section 4 describe the model design and methodology. Section 5 presents 
the results and Section 6 provides the discussion. Finally, Section 7 concludes the pa-
per.  

2 Background 

2.1 U-Net based medical image segmentation 

In computer-aided diagnostics, the segmentation of medical images such as chest X-
rays plays an important role [6]. Medical image segmentation becomes quite handy in 
extracting areas of interest from radiographs and CT images to increase the accuracies 
and performance of the classification models [7]. One such occasion is to extract the 
lung regions from chest X-rays and use them to train CNNs to gain better results per-
formance and accuracy wise for classification tasks. In the field of biomedical imaging, 
U-Net is heavily employed in such image segmentation tasks [8][9]. It is a deep learn-
ing-based model that uses the auto-encoder structure with skip connections and pro-
vides solutions for issues in traditional segmentation techniques like the sliding window 
approach. In the sliding window approach, each pixel was examined separately which 
led to a lot of redundancy due to patches overlapping and it also made the training 
process more time and resource-intensive. U-Net architecture addresses these issues 
with fully convolutional networks. The objective of this architecture is to capture both 
context and localization features. It uses successive contracting layers followed by up-
sampling layers that provide outputs with better resolution on the input images. Hence 
U-Net is much preferred in the medical imaging domain when it comes to making cor-
rect decisions. 

2.2 U-Net architecture 

The U-Net architecture consists of a contracting path and an expansive path [7][8]. 
In the contracting or the encoder path, which is designed to extract features, the classic 
architecture of a convolutional network is used for down-sampling. The expansive path 
or the decoder path on the other hand, which is designed to construct the segmentation 
map using the features extracted, uses an up-sampling of the feature map concatenated 
with the feature map from the contracting path cropped correspondingly. Since spatial 
information can be lost during down-sampling, long skip connections are used to re-
trieve them by transporting them from the encoder path to the decoder path. The spatial 
dimensions are reduced, and the channels are increased by the encoder at each layer the 
opposite happens at the decoder. In the end, the spatial dimensions are restored to make 
predictions for each pixel in the input image. Fine-grained information is recovered 
through the prediction by incorporating skip connections in the encoder-decoder archi-
tecture. 
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2.3 Related work with U-Net based chest X-ray segmentation & classification 

Several studies have been carried out for the segmentation of chest X-ray images 
using U-Net based models and have incorporated chest X-ray classification combined 
with other deep learning architectures and models [3][7]. A study carried out by 
Teixeira et al. has used the U-Net model for lung segmentation and classification of the 
chest radiographs was performed using full and segmented CXR images independently 
employing VGG16, ResNet50V2, and InceptionV3 models for COVID-19 identifica-
tion [10]. They have modified the U-Net architecture by adding dropout and batch nor-
malization layers to reduce overfitting and the training time. Another study by Nara-
yanan et al. has used a U-Net model with no data augmentation for computationally 
efficient lung segmentation using chest radiographs [11]. A two-stage framework, 
based on an adapted U-Net architecture was performed by Rahman et al. in their study 
for automatic lung segmentation. In the first stage, they have extracted patches from 
CXR and have trained a modified U-Net architecture to generate an initial segmentation 
and in the second stage, have carried out a post-processing step to deploy image pro-
cessing techniques to obtain a clearer final segmentation [12]. A study by Hasan et al. 
has performed classification of COVID-19, pneumonia, and normal classes using chest 
X-ray images with the help of an ensemble of DenseNet121, EfficientNetB0, and 
VGG19 models, as well as segmentation of the affected part in the X-ray images using 
U-Net architecture based DenseNet103 model [13]. Moreover, they have used the 
Grad-CAM algorithm to output a heatmap visualization for a given class label. A study 
comparison is given in Section 6. 

3 Model design  

3.1 Dataset details 

We used the V7-labs COVID-19 X-ray dataset to perform the segmentation of chest 
X-ray images [14]. This dataset contains chest X-ray images with relevant masks. A 
sample image from the dataset and its corresponding mask is shown in Figure 1. The 
dataset originally contained 1602 normal images, 4250 Pneumonia images and 439 
Covid-19 images. We applied augmentations to balance the dataset.  

 
Fig. 1. A sample image and its mask 
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3.2 Pre-processing  

Pre-processing methods were applied to the input dataset before proceeding with the 
training. Both images and masks were resized to 224x224. Then CLAHE (Contrast 
Limited Adaptive Histogram Equalization) was applied to images to improve the con-
trast of the chest X-ray images. CLAHE applies histogram equalization in small tiles 
with contrast limiting. As the final pre-processing step, both images and masks were 
normalized to a range of [0,1]. Image normalization adjusts the values of the data to a 
common scale without changing the range. Having a similar data distribution makes 
convergence faster while training the network.  

Although a generalized deep learning model needed a large amount of data, labelled 
medical image datasets are expensive to produce. Since that data generation methods 
are needed. Augmentation, Generative Adversarial Network (GAN), random image 
generation with changing the illumination, are some of the techniques that are used to 
increase the size of a dataset. Pix2pix and CycleGAN are some Generative Adversarial 
Network (GAN) based methods that perform synthetic data generation. Even though 
GAN creates sharp images, it is required to build and train a separate deep learning 
model for it. Hence instead of using GAN based approaches, we have chosen traditional 
data augmentation methods like flip, blur, and crop. 

3.3 Augmentation 

Augmentation is a technique of expanding and diversifying the dataset [15]. In the 
V7-labs COVID-19 X-ray dataset, although the pneumonia class had 4520 images there 
were only 439 COVID-19 images and 1602 normal images. For balancing the classes 
in the dataset augmentation was applied. For the COVID class, nine types of augmen-
tation methods were applied for every image, while two types of augmentation methods 
were randomly applied for the Normal class. These steps resulted in the database values 
recorded in Table 1. 

Table 1.  Dataset classes 

 Pneumonia Covid-19 Normal Total 
Original 4250 439 1602 6291 
After class balancing 4250 4390 4806 13446 

 
We have mainly used median blurring, horizontal flip, and CenterCrop and combi-

nations of those techniques. Both horizontal flipping and center crop techniques are 
geometric transformations that preserve the labels of the images post-transformation. 
Flipping is a common technique that has proved to be useful with many datasets, while 
center cropping is a practical technique for image data that have mixed dimensions. By 
using blurring on images, the model can be trained to work well even with real-world 
images with imperfections. In addition, to overcome the class imbalance problem, these 
augmentation techniques have increased the size of the dataset. This diversification 
method helps to improve the generalizability of the model while reducing overfitting.  
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3.4 Process flow 

The proposed methodology, as shown in Figure 2, mainly consists of segmentation 
and classification. In the proposed methodology, first, lung segmentation is performed 
by the U-Net architecture. As the next step, morphological image dilation and erosion 
techniques are applied on the segmented masks and afterwards the lung area in the 
masks is extracted. Then the extracted lung images are used to train MobileNetV2, In-
ceptionV3, ResNet50 and Xception models with added top layers. To achieve even 
better results an ensemble is created by combining the four models. 

 
Fig. 2. Process flow 

The dataset used to train the U-Net model consisted of images and the corresponding 
masks. Both the images and the masks were resized to 224 x 224. For the images, 
CLAHE (Contrast Limited Adaptive Histogram Equalization) was applied. As the final 
preprocessing step, both images and masks were normalized to a range of [0,1]. After 
the preprocessing steps, data augmentation was applied to balance the 3 classes. Then 
the dataset was split to the ratio of 60:20:20 for training, testing and validation, respec-
tively. The convolutional block of the original U-Net model was replaced with residual 
convolutional blocks as shown in the architecture diagram, and these residual blocks 
were applied to both the encoder and the decoder of the U-Net architecture. A dropout 
layer was added to each block to avoid overfitting. ADAM was used as the optimizer 
and the dice loss as the loss function. The initial learning rate was set to 1e-5 and learn-
ing rate reduction was used with a patience of 5 and a factor of 0.1. The batch size was 
set to 5 and training was done for 20 epochs. The evaluation of the results was done 
using the Intersection over Union (IoU) score, dice coefficient, precision, and recall 
evaluation metrics.  
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3.5 U-Net architecture 

We replaced the convolutional block with two convolutional layers in the original 
U-Net architecture with a residual convolutional block that consists of three convolu-
tional layers and a residual skip connection as shown in Figure 3. Having the number 
of layers increased in each block means the models will be learning more features while 
the residual skip connections can help train the network with deep layers to extract low-
level features with high precision, while avoiding degradation problem. In addition, a 
dropout layer with a 10% dropout rate was also added to avoid overfitting.  

 
Fig. 3. Modified U-Net architecture 

4 Implementation aspects 

4.1 Segmentation using original U-Net model 

We first performed segmentation for the V7-labs chest X-ray dataset using the orig-
inal U-Net architecture by training it for 10 epochs, with a batch size of 5, ADAM as 
the optimizer and dice loss as the loss function. Initially, we have selected 10 epochs 
because when the number of epochs is higher than necessary, the training model learns 
patterns that are specific to the sample data to a great extent and makes the model inca-
pable of performing well on a new dataset. The initial learning rate was set to 1e-5 and 
for better convergence learning rate reduction was used with a patience of 5, a factor of 
0.1 and a minimum learning rate of 1e-7. Since the original dataset consists of a total 
of 6291 images, the dataset was split to train, validation and test datasets using a split 
ratio of 60:20:20 with 3775 training images, 1258 validation images and 1258 test im-
ages. 
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4.2 Segmentation using modified U-Net model 

The modifications made to the architecture included replacing original convolutional 
blocks with residual convolutional blocks to improve performance and adding a drop-
out layer with a 0.1 dropout rate to the convolutional blocks to avoid overfitting of the 
model. Additionally, augmentation was applied to the Normal and COVID-19 classes 
which had fewer numbers of data compared to the Pneumonia class. The dataset with 
augmented images was split to train, validation and test datasets using a split ratio of 
60:20:20. Thus, a total of 13446 images were divided into 8067 training, 2689 valida-
tion and 2689 test images. This modified architecture was trained for 10 epochs, with 
the same hyperparameters used for training the original U-Net model.  

4.3 Classification with ensemble model 

For classification, we made used the models trained in our previous studies [4][5]. 
The modified U-Net model, trained as described in earlier sections, was used to obtain 
segmentation masks of the datasets that were used for classification. We applied mor-
phological dilation and erosion to the obtained masks to improve their quality before 
extracting the lung area by replacing it with the original pixels to obtain the area of 
interest. Then we separately trained the four modified CNN architectures Mo-
bileNetV2*, Resnet50*, Xception*, and InceptionV3* in our previous work [5], using 
the newly created dataset. Next, we combined these models to form an ensemble where 
the four models MobileNetV2*, Resnet50*, Xception*, InceptionV3* were given the 
weights 0.5, 0.1, 0.1, 0.4, respectively. The weights to be given for each model were 
determined by experimenting with various weight combinations until the best results 
possible were obtained. 

5 Results and analysis 

The dice coefficient, intersection over union (IoU), precision and recall were used 
as the performance metrics to assess the performance of the U-Net model while accu-
racy, recall, precision, and F1 score were used to assess the performance of the classi-
fication models and the ensemble. It was observed that the modified U-Net model could 
obtain better results than the original U-Net model.  

5.1 Results of U-Net based segmentation 

Figure 4 shows the results obtained from the modified U-Net architecture with re-
sidual convolutional blocks and dropout layers. Here, we have used an augmented da-
taset addressing the class imbalance problem. The training was performed for 10 
epochs. The modified U-Net architecture has achieved higher results for the dice coef-
ficient, IoU score, precision, and recall. The dice coefficient and IoU score measure the 
similarity of the output mask to the ground truth mask.  
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Fig. 4. Modified U-Net results: (a) loss, (b) dice coefficient, (c) IoU 

Accordingly, 96.65% of a dice coefficient and 93.53% of an IoU score verify the 
model’s ability to predict the segmentation masks accurately. The dice coefficient and 
IoU score measure the similarity of the output mask to the ground truth mask. 96.65% 
of a dice coefficient and 93.53% of an IoU score verify the model’s ability to predict 
the segmentation masks accurately. Moreover, a precision value of 97.35% and a recall 
of 96.00% is achieved by the model. The recall is the proportion of the boundary pixels 
in the ground truth mask that were successfully detected by the automatic segmentation 
while precision is the proportion of boundary pixels in the predicted mask that corre-
sponds to the boundary pixels in the ground truth mask. The precision and recall can 
measure the segmentation quality because they are sensitive to over and under-segmen-
tation. Over-segmentation can lead to low precision scores, while under-segmentation 
can lead to low recall scores. By how the model has achieved higher values for both 
precision and recall, it can be verified that the boundaries are identified accurately and 
in turn has led to the accurate identification of regions themselves. 

The training and validation curves for the dice coefficient, IoU score, and dice loss 
are shown in the graphs in Figure 4. With each training epoch, training, and validation 
curves for both dice coefficient and IoU have increased while the loss curves have de-
creased. It is visible in all the graphs that training and validation curves have a lesser 
gap during the last epochs which indicates that the overfitting is minimized in the 
model. This can be due to the measures taken for mitigating overfitting such as aug-
mentation and addition of dropout layers. There was a class imbalance in the original 
dataset, and it was solved by oversampling the classes with a lesser number of images 
by applying several augmentation techniques like median blurring, horizontal flip, and 
Center Crop. In addition to that, the dataset was further generalized by the applied aug-
mentation methods.  

Dropout is a technique used to prevent a model from overfitting. Dropout works by 
randomly setting the outgoing edges of hidden units to 0 at each update of the training 
phase. We have added dropout layers with a 10% dropout rate since higher dropout 
rates tend to result in a higher variance to some of the layers resulting in the model not 
being able to fit properly. These dropout layers are added to the convolution blocks in 
both the encoder and the decoder of the U-Net model to minimize the overfitting.  

5.2 Results of classification with U-Net based segmentation 

We have obtained the performance metrics for the classification of different CNN 
architectures, where the input is the segmented images from the proposed U-Net model. 
Figure 5 shows the training and validation curves of accuracy and loss for the modified 

168 http://www.i-joe.org



Paper—U-Net Based Chest X-ray Segmentation with Ensemble Classification for Covid-19 and… 

models MobileNetV2*, Resnet50*, Xception*, and InceptionV3* that were trained us-
ing the lung extracted images. The dice coefficient and IoU curves for both training and 
validation have increased while the loss curves have decreased with each epoch. In 
addition to that, it is visible in all the graphs that training and validation curves have a 
lesser gap during the last epochs which indicates that the overfitting is minimized in the 
model. 

 
Fig. 5. Results of classification with modified U-Net (a) MobileNetV2*, (b) ResNet50*, (c) 

Xception *, (d) InceptionV3* 

5.3 Analysis of results 

Dice coefficient and IoU score are widely considered as the best evaluation matrices 
for segmentation tasks in imbalances datasets. As stated before, they check the similar-
ity between the output mask and the ground truth mask. IoU is the area of overlap be-
tween the predicted mask and the ground truth mask divided by the area of union be-
tween the predicted mask and the ground truth mask while the dice coefficient is two 
times the area of overlap divided by the total number of pixels. 

Table 2 presents a comparison between the results obtained for segmentation by the 
original U-Net and the modified U-Net proposed in this work. The original U-Net 
model, trained for 10 epochs without applying augmentation methods obtained a dice 
coefficient of 94.97% and an IoU score of 90.45% along with a 95.68% precision value 
and 95.05% recall value. As can be seen from the table, the overall results of the mod-
ified U-Net architecture with residual convolutional blocks and dropout layers trained 
for 10 epochs are higher than those of the original U-Net architecture. Compared to the 
original U-Net architecture, the IoU score, recall and dice coefficient has increased 
while the loss has reduced. 
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Table 2.  Analysis of the results: Modified vs. original U-Net segmentation 

Metric Modified U-Net Original U-Net 
Dice coefficient 96.65% 94.97% 
IoU score 93.53% 90.45% 
Precision 97.35% 95.68% 
Recall 96.00% 95.05% 

 
In the residual convolutional blocks, residual skip connections are used to make it 

easy to learn an identity function. Since the dimensions of the input and output layers 
are different, a convolutional layer was added to the shortcut path. The ease of learning 
an identity function has caused an increase in performance. To avoid overfitting, a drop-
out layer was added to the convolutional block with a drop rate of 0.1. 

Furthermore, Table 3 shows a comparison between the modified CNN architectures 
with direct classification [5], and classification results with the proposed U-Net seg-
mentation. Also, it shows the results obtained from the ensemble. Here, Accuracy, pre-
cision, recall and F1-score are denoted as Acc, RC, PR and F1, respectively, while CLF 
denotes the classification results obtained in our previous work [5].  

Table 3.  Analysis of the results: different models 

Metric 
MobileNetV2* Resnet50* Xception* InceptionV3* U-Net + 

Ensemble  CLF with U-Net CLF with U-Net CLF with U-Net CLF l with U-Net 
Acc 98.65  99.24 98.87 98.86 98.61 98.65 98.61 98.86 99.36 
RC 98.15 99.26 98.54 98.89 98.61 98.70 98.22 98.89 99.38 
PR 98.20 99.27 98.37  98.91 97.96 98.69 98.02 98.90 99.40 
F1 98.17 99.26 98.45 98.90 98.14 98.69 98.12 98.89 99.39 

 
When comparing the results of the four models, it can be seen that all models have 

achieved better results after segmentation was applied to the dataset. When the dataset 
was used as it is, the models make use of the features in the background as well, which 
can result in lower accuracies. The segmented images will only contain the area of in-
terest, which is the lung area. Hence, the models will only make use of the relevant 
features to make decisions, thus achieving higher accuracy. The ensemble has achieved 
even better results than the individual models. Different models focus on different fea-
tures of the data and combining all of them can bring better results.  

Figure 6 shows the confusion matrix obtained for the classification with the modified 
CNN architectures in our previous work [5], for the comparison purpose. Figure 7 de-
picts the confusion matrix obtained for the classification with the modified architectures 
trained using the lung area-extracted dataset.  
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Fig. 6. Confusion matrix for direct classification (a) MobileNetV2*, (b) ResNet50*, (c) Incep-

tionV3*, (d) Xception* 

 
Fig. 7. Confusion matrix for classification with U-Net (a) MobileNetV2*, (b) ResNet50*, (c) 

InceptionV3*, (d) Xception* 

When comparing the matrices of the different models in both cases, it can be seen 
that the percentages of true positives detected for each of the three classes vary among 
the models. Although all models have obtained somewhat similar results in each case, 
at the class level, their results have varied a lot. But overall, it can be said that results 
obtained during the case of using segmentation are considerably higher compared to 
the case without.  

Figure 8 shows the confusion matrix obtained for the ensemble model with U-Net 
segmentation. The confusion matrix shown here provides an evaluation of the classifi-
cation of chest X-ray images using an ensemble model combined with the U-Net based 
segmentation. Unlike in the previous cases, in this matrix, it can be seen that for all 
three classes which are, the normal class, COVID-19 class, and the Pneumonia class, 
the percentages for the detection of true positives have all exceeded 98%.  

 
Fig. 8. Confusion matrix for the ensemble model with U-Net segmentation 
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6 Discussion 

Generally, different machine learning and deep learning classification techniques are 
widely used in the medical domain [3][16][17][18]. On the other hand, U-Net is spe-
cifically used for segmentation tasks. Segmentation use cases are low compared to the 
classification and regression use cases, but segmentation can be of help in improving 
the performance of classification tasks [7]. In the medical domain, for chest X-ray im-
ages, CNN models like MobileNet, ResNet and Inception are used for classifying im-
ages into different classes like Pneumonia, COVID-19 and other varIoUs lung diseases 
while semantic segmentation tasks are performed using models like the U-Net model, 
a deep learning model highly used for image segmentation. Table 4 shows the compar-
ison of the proposed approach with the existing U-Net based implementations for chest 
X-ray analysis.  

Table 4.  Comparison with the existing studies 

Study Dataset Name Used DL models Evaluation metrics  

[11] Private dataset JRST dataset  
Shenzhen Dataset U-Net 

Segmentation: 
    IoU = 95% 
    Accuracy = 98.3% 

[12] Montgomery County X-ray 
Set U-Net 

Segmentation: 
    IoU - 91.37%. 
    Dice Coefficient = 94.21% 

[13] 
Covid19 - cohen 

Normal and pneumonia - 
Kaggle chest X-ray dataset 

Segmentation - U-Net model 
(DenseNet103 as backend). 

Classification -  
Ensemble (DenseNet121,  
EfficientNetB0, VGG19)  

Segmentation: 
    Accuracy = 92% 
    IoU = 90% 
    Dice coefficient = 92% 
Classification :- 
    Accuracy = 99.2% 

[10] 

V7-labs COVID-19 X-ray da-
taset, Cohen, RSNA pneumo-
nia detection challenge, RY-

DLS-20-v2 database 

Semantic segmentation using 
U-Net. 

Classification using VGG, Res-
Net and Inception separately. 

Segmentation: 
    Jaccard distance = 3.4% 
    Dice coefficient = 98.2% 
Classification :- 
    Multi-class: F1 = 88% 
    COVID-19: F1 = 83% 

Proposed 
U-Net + 
Ensem-
ble 

Segmentation - V7-labs 
COVID-19 X-ray dataset. 

 
Classification - Kaggle pneu-
monia dataset, Kaggle covid-

19 radiography. 

Segmentation - Modified U-Net 
with residual convolution 
blocks and dropout layers. 
Classification - Ensemble 

model (mobilenetv2, Incep-
tionv3, Xception, ResNet50) 

Segmentation: 
    Dice coefficient = 96.65% 
    IoU = 93.53% 
    Precision = 97.35% 
    Recall = 96.00% 
Classification :- 
    Accuracy = 99.36% 
    F1-score = 99.39% 
    Precision = 99.40% 
    Recall = 99.38% 

 
Most of the related studies that have used the U-Net model for the chest X-ray anal-

ysis have performed segmentation and classification tasks separately using different 
models. Some of the studies have used U-Net architecture with different backbones like 
DenseNet103 for the segmentation task while for the classification task, widely used 
models like VGG, ResNet, and Inception have been used separately or as an ensemble 
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of the models. In many studies, higher results are achieved for either segmentation with 
higher values for metrics like dice coefficient and IoU score, or the classification task 
with higher values for metrics like classification accuracy. Accordingly, we were able 
to achieve higher results for the metrics for both segmentation and classification tasks.  

From a medical practitioners’ perspective, the main requirement would be to cor-
rectly identify the disease of the patient. Hence, automated tool support for the classi-
fication of chest X-rays is important. However, extracting the lung regions by applying 
segmentation to the chest X-rays and feeding those to the CNNs will allow the models 
to achieve better results for classification in terms of accuracy and performance. The 
CNN would perform better because it will only consider the area of interest and not the 
background when making the decisions. In addition, since the model is not considering 
any unwanted areas, performance would be improved. Apart from that, these segmented 
images can also be used to incorporate explainability to the models to help doctors 
understand the workings of the model better [19].  

7 Conclusion 

This paper presented a deep learning based approach to support the chest X-ray anal-
ysis in terms of Pneumonia and COVID-19 diseases. We have shown that, promising 
results can be obtained by incorporating both segmentation and classification tech-
niques during the deep learning approach. We proposed a U-Net based architecture in 
which the convolutional blocks in the original architecture were replaced with residual 
blocks and dropout layers. The proposed model was able to perform segmentation on 
chest X-rays achieving higher accuracy than the original U-Net was capable of. Em-
ploying augmentation techniques to solve the class unbalance problems in the dataset 
further helped in obtaining these results. We extracted the lung areas of the chest X-
rays using the said segmentation model and fed them to CNN models proposed in a 
previous study of ours and demonstrated how the segmentation was able to improve the 
performance of the classification. Finally, the separate models, together with the seg-
mentation model, were combined to form an ensemble model which was able to achieve 
even better results. 

The proposed model can be extended to develop as a tool that can be used in real-
world clinical practice. To overcome the black-box nature of the model and make it 
more understandable to users, an explainability model can be integrated with the pro-
posed model. A model such as LIME can be used to generate an image output showing 
which regions of the lungs were used by the model in making the decisions.  
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