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Abstract—Kidney Cancer is one of the most prevalent diseases that is more 
common in men than women. Detecting kidney tumors at an early stage has been 
found to increase survival rates of patients. It is therefore important to accurately 
segment tumors in Computed Tomography(CT) images. To assist radiologist in 
detection of kidney tumors at early stage, we present a method for segmenting 
kidney tumors using deep convolutional neural networks. Two U-Net 
architectures (U-Net, Attention U-Net) variants are used for ensemble training of 
the models for effective tumor segmentation. Experimental and visual results 
obtained using the KiTS2019 dataset clearly demonstrate the enhanced 
Intersection Over Union(IoU) of the ensemble model. 

Keywords—Kidney-Tumor segmentation, U-Net architecture, Attention U-Net 
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1 Introduction 

In recent years, renal cancer is the most commonly reported cancer in adults, ranking 
ninth in men and fourteenth in women, with obesity, hypertension, smoking and 
hereditary factors contributing to cancer risk [1,2,3]. Radiologists use CT scans which 
is commonly used imaging techniques to determine the existence of tumor in kidney 
organs. However, manually identifying region of interest(ROI) in segmented kidney 
organs is tedious and time consuming since radiologist must mark ROI in each slice of 
CT images for each individual patient. The aim of this work is to ensure that radiologists 
have accurate segmentation approaches to analyse CT images for tumor segmentation 
to assist them in detecting tumors. Size of kidney and their tumors vary considerably 
across patients depending on their location and shape. Moreover, tumors may extend 
beyond the organ and can appear either in a regular shape, distorted or scattered. 

There has been considerable interest in applying deep learning architectures to 
segment kidney tumors in CT images. Few of the published works have used 
unsupervised methods [4]. Specifically, the aim of the work is to estimate kidney tumor 
segmentation results by integrating different architectures. Focus is on improving 
segmentation results of kidney tumors by ensembling different architectures. 

The use of deep learning methods for analysing medical images has recently proven 
to be beneficial. Convolutional neural networks (CNNs) [5, 6, 7, 8, 9, 10, 11] have 
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outlined prevalence over traditional algorithms in an assortment of Computer Vision 
application. Medical images differ significantly from natural images, despite the 
availability of deep learning techniques for image segmentation. Pixel-
level image marking using Fully Convolutional network (FCN) [12] and U-Net [13] 
architecture are prominently used to segment medical images semantically. 

Prashant Jadiya [14] proposed a three-dimensional U-Net and auto encoder 
architectures that could segment both kidneys and tumor together. Although the 3D U-
Net model was unable to separate tumors alone from kidneys, the auto encoder had 
better success in separating kidneys from tumors. Utilizing Convolutional neural 
networks, M.Haghighi et al. [15] have created a strategy of learning kidney division 
assignments both spatially and time-wise utilizing two, three dimensional inputs at the 
same time.  Pediatric patients with changing degrees of hydronephrosis had their 
segmentation execution tried on normal kidneys and infected kidneys.The mean dice 
Coefficient for the normal kidneys was 91.4% while the mean dice coefficient for the 
diseased kidneys was 83.6%. 

A strategy depicted by Luana Batista da Cruz et al. [3] for sectioning CT slices of 
the kidney employs two CNN and post processing models. The first CNN model 
AlexNet is used for CT slice categorization, while the second model is utilised to 
segment kidneys.To identify kidney tumors using fuzzy C-means clustering, Mredhula. 
L et al. [16] formulated a semi-automated segmentation algorithm that showed 
promising results. Chenxia Wang et al. [17] created a framework utilizing SC-UNet 
Associated cascade to segment kidneys and tumors in 3D U-Net design utilizing shape 
and contextual data. The primary SC-UNet handles rough kidney division, the second 
one handles smooth kidney and tumor division. The research group Seda Arslan Tuncer 
et al. [18] has created a modern kidney division strategy that employs the spine as a 
reference. They compared the connected component labelling (CCL) and the K-means 
strategies and found that the k-means strategy outflanked the CCL approach. 

Many deep learning techniques for segmenting kidneys and tumors have been used 
in the past. We are currently exploring the possibility of analysing abdominal images 
using ensemble variants of U-Net models and automatically segmentation of kidney 
tumors. 

2 Dataset with experimental setup 

2.1 Dataset 

To experiment with the models, the KiTS19 dataset [19] is considered, which 
includes 210 abdominal CT volumes in the format of Neuroimaging Informatics 
Technology Initiative (NIFTI). Images and ground truths are given in NIFTI organize 
with shape consisting of number of slices, height and width. The models are trained 
with split proportion of 80% for training, 10% for validation and remaining 10% for 
testing. 
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2.2 Image preparation and pre processing 

The dataset comprises of 210 CT volumes separated into 2D slice images in PNG 
format, which are then resized to128 X 128 from 512 X 512. Data preparation and pre-
processing involves the following steps: 

─ Step 1: Loading KiTS19 volumes and masks in NIFTI format.  
─ Step 2:  Creating 2D CT image and mask slices from 3D image and mask volumes. 
─ Step 3: 2D image slices are normalized considering the HU values range of [-

1500,2000] 
─ Step 4: Normalized 2D image slices and mask slices are saved in PNG format. 
─ Step 5: Ground Truth images are encoded with the values 0,1,2 representing 

background, tumor and kidney respectively. 

2.3 Experimental setup 

This Section presents an exploratory setup for segmenting kidney tumors. By taking 
into consideration the batch size of 8 with a learning rate 1e-4 with respect to the 
memory restrictions of the graphics card, a unique configuration of U-Net variant 
designs is utilized to construct the models and are subsequently assessed taking 
imagenet weights and random weights by initially fine tuning the models for few 
epochs.  

In the experiment, Nvidia Quadro RTX 5000 16GB graphics card is used with 
Ubuntu 20.04 as the operating system. 

3 Proposed approach 

Many applications benefit from the use of individual deep learning models, but there 
is also scope for ensembling [20] several deep learning models to carry out the same 
task. To segment kidney tumors from Computed Tomography images, the present study 
ensemble deep learning models based on variants of U-Net architecture using imagenet 
weights and random weights to create more reliable models with better segmentation 
results. To obtain a final segmented model, the four models (U-Net, Attention U-Net 
variant with imagenet and random weights) are stacked together with fine tuning in the 
intial step of training process. This results in better feature extraction leading to 
improved performance. Figure 1 is a schematic representation of proposed ensemble 
architecture. 
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Fig. 1. Proposed model 

In Table 1, different segmentation models used for ensembling are presented. All 
models were written in python using keras and tensorflow. 

Table 1.  U-Net variants used for experimentation 

Segmentation Models 
U-Net Variant+ random weights + Model Fine tuning 

U-Net Variant+ imagenet weights + Model Fine tuning 
Attention U-Net Variant+ random weights + Model Fine tuning 

Attention U-Net  Variant+imagenet weights + Model Fine tuning 

3.1 Segmentation models 

This section describes U-Net and Variant U-Net (Attention U-Net) architectures. 
They allow extracting information about the semantics of an image and describing the 
specific item within it.  The segmentation models are initially fine tuned for a few 
iterations by training just the decoder without damaging the weights of the encoders. 
Later all the layers of the segmentation models are released for continuing the training 
process. Fine tuning is also useful for increasing the performance of segmentation 
models. 

U-Net. Among the convolutional neural networks used in biomedical image 
segmentation, U-Net is most prominent architecture with few modifications made to 
accommodate biomedical images. It consists of a path for expanding information, 
followed by a path for contracting information. Expanding steps consists of upsampling 
and concatenation followed by convolution operations. The upsampling layer has no 
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weights and doubles the dimension of input. U-Net architecture uses skip connections 
to simplify the network with few layers. Due to the fact that there are fewer layers to 
propagate through, the vanishing gradient is reduced, thereby speeding up learning 
process. As the network learns the feature space, the network restores the skipped 
layers. Figure 2 represents the U-Net architecture which is fine tuned initially for few 
iteration used for segmentation of renal tumors in CT images. 

 

Fig. 2. Proposed U-Net architecture 

Attention U-Net. A new U-net architecture, Attention U-Net [21] was designed as 
an enhancement to the U-Net architecture in 2018.Attention U-Net architecture utilizes 
only the relevant activations during training, saving computational resources and 
allowing for better generalization of the model. The architecture employs soft attention 
at skip connections, which minimizes activations at irrelevant regions while enhancing 
activations in relevant regions. Skip connections in the architecture stimulate spatial 
information from both upsampling and down sampling path to retain the good spatial 
information. Attention gates in turn contribute to the weighting of selected features of 
interest. Each layer of the proposed architecture is composed of three convolution 
blocks. During initial training process, the Attention U-Net model is fine tuned for few 
epochs. Figure 3 potrays the proposed Attention U-Net model to segment kidney 
tumors. 
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Fig. 3. Proposed attention U-Net model 

3.2 Model loss function and evaluation performance metric  

For all the models, the loss function used for segmenting multi-class data 
(background, kidney, tumor) is composed of categorical cross entropy and dice losses. 
These functions are used to calculate the difference between the labels and predictions. 
An evaluation performance metric is key to the evaluation of segmentation models. In 
this work, we apply the Intersection Over Union(IoU) metric. This metric is commonly 
referred to as the overlapping index, which measures how closely the groundtruth and 
predicted ouput are overlapping. Collectively the metric in Eq.1 examine the model 
performance effectively. 

𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛	𝑂𝑣𝑒𝑟	𝑈𝑛𝑖𝑜𝑛(𝐼𝑜𝑈) = !"#$!"#$%$&'#
!"#$!"#$%$&'#%&'()$!"#$%$&'#%&'()$(')*%$&'#

 (1) 

3.3 Ensemble model 

In order to attain the best segmentation results, the U-Net and Attention U-Net 
architectures are combined with imagenet and random weights that includes fine tuning 
approach. Ensembling of the four models is accomplished using weighted averaging, 
and this in turn results in a better IoU score for kidney tumor. 
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4 Results and discussion 

In this study, as compared to individual models, the ensemble method performs 
better with hyper parameters being considered the same to train all four models using 
U-Net and Attention U-Net architectures. IoU scores for kidney tumors are computed 
taking into account both ground truth and predicted values. Kidney and Tumor mean 
IoU scores are presented in Table 2 and Table 3. The ensemble model performs well in 
comparision to the other individual models. 

Table 2.  Models Kidney mean IoU score 

Model Mean Kidney IoU Score 
U-Net  (Random Weights) 0.9568 
U-Net  (ImageNet weights) 0.9549 
Attention U-Net (Random weights) 0.9560 
Attention U-Net(ImageNet weights) 0.9570 
Ensemble Model 0.9591 

Table 3.  .Models Tumor mean IoU score 

Model Mean Tumor IoU Score 
U-Net  (Random Weights) 0.9370 
U-Net  (ImageNet weights) 0.9344 
Attention U-Net (Random weights) 0.9304 
Attention U-Net(ImageNet weights) 0.9376 
Ensemble Model 0.9427 

 
The Figure 4 shows the pixelwise segmentation results obtained from all four models 

along with ensemble model. The segmentation outputs are visualized almost similar 
across all the models. However, a closer look reveals ensemble model produces a higher 
kidney and tumor IoU scores. Under each image, there are two IoU scores pertaining 
to Kidney and tumor respectively. 

Image Slice 

 

Ground Truth 

 

Ensemble Model U-Net (Random weights) 
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90.84%, 89.72%  

89.37%, 88.05% 

U-Net (imagenet weights) Attention U-Net(Randomweights) 

 
89.33%, 84.53% 

 
90.61%, 88.31% 

Attention U-Net (imagenet weights) 

 
90.03%, 87.75% 

Fig. 4. Segmentation outcomes of Ensemble model 
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5 Conclusion and future scope 

In order to provide radiologist with a functional method for their decision –making 
process, this work aims in presenting a method for semantic segmentation of kidney 
tumors. The current study measures the efficacy of ensemble model for segmenting 
kidney tumors using KiTS19 dataset of Computed Tomography images. The proposed 
method utilizes both U-Net and Attention U-Net architectures to segment kidneys and 
tumors simultaneously. The ensemble model performs better than individual models 
used in ensembling process in segmenting kidney tumors. Comparing the proposed 
model to complicated deep learning models with good results in the state of the art, we 
find it more generalized and simpler. Later on, suitable architectures can be used to 
segment other organs and to use on different modality images like ultrasound and 
magnetic Resonance imaging. 
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