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Abstract—Cardiovascular disease is one of the chronic diseases that is on 
the rise. The complications occur when cardiovascular disease is not discovered 
early and correctly diagnosed at the right time. Various machine learning ap-
proaches, including ontology-based Machine Learning techniques, have lately 
played an essential role in medical science by building an automated system 
that can identify heart illness. This paper compares and reviews the most prom-
inent machine learning algorithms, as well as ontology-based Machine Learning 
classification. Random Forest, Logistic regression, Decision Tree, Naive Bayes, 
k-Nearest Neighbours, Artificial Neural Network, and Support Vector Machine 
were among the classification methods explored. The dataset used consists of 
70000 instances and can be downloaded from the Kaggle website. The findings 
are assessed using performance measures generated from the confusion matrix, 
such as F-Measure, Accuracy, Recall, and Precision. The results showed that 
the ontology outperformed all the machine learning algorithms. 

Keywords—cardiovascular, ontology, swrl, prediction, machine learning 

1 Introduction 

Cardiovascular diseases (CVD) are a group of disorders affecting the heart and 
blood vessels. According to the World Health Organization (WHO), CVD is the lead-
ing cause of death in the world more people die each year from CVD than from any 
other cause. An estimated 17.7 million deaths are attributable to CVD, representing 
31% of total global mortality. Given these statistical numbers, it is important to reveal 
cardiovascular disease as early as possible with the help of the trending technology 
based on machine learning and ontology, so that management with assistance and 
medicines can begin. 

Machine learning (ML) is one of the most constantly evolving areas of computer 
science, with a wide range of applications. It is the process of obtaining usable infor-
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mation from a big quantity of data. Medical diagnosis, marketing, industry, and other 
scientific domains all make use of ML approaches. ML algorithms are well-suited for 
medical data analysis since they have been frequently employed in medical datasets. 
ML comes in several forms, including classification, regression, and clustering. Each 
form has a particular consequence and influence depending on the problem that we 
are attempting to address. We focus on classification algorithms in our work because 
of their high accuracy and performance in classifying a given dataset into predeter-
mined categories and predicting future events or information from that data. In the 
medical field, classification algorithms are often utilized, particularly in the diagnosis 
of illnesses such as cardiovascular disease. Therefore, the commonly used machine 
learning classification [1] namely SVM, NB, DT, KNN, ANN, and LR are applied to 
identify patients with cardiovascular disease at an early period. 

On the other hand, ontology has been one of the most widely used techniques to 
managing, organizing, and extracting data during the last few decades. It is a way of 
data representation that has been effectively utilized in a number of domains, particu-
larly the medical domain. It is significant in computer science because of its ability to 
express many concepts and their relationships across fields. In reality, no single on-
tology is sufficient to meet today's expanding healthcare demands, and ontologies 
must be combined with machine learning algorithms to facilitate data integration and 
analysis. In previous work [2], [3], we already created and explored an ontology-
based decision tree model able to predict diabetes. 

In this paper, we aim to make a comparative analysis among the seven popular 
classification techniques and ontology-based machine learning classification based on 
carefully chosen parameters such as Precision, Accuracy, Recall, and F-Measure, 
which are derived from the confusion matrix. 

The organization of the remainder of the paper is as follows: Sect. 2 represents the 
literature review of related classification algorithms in the field of cardiovascular 
prediction. Sect. 3 we present methods used in this comparative analysis and the per-
formance metrics used to evaluate the models. In Sec. 4, we give the findings and 
discuss them. Finally, Sec. 5 discusses future research and conclusions. 

2 Literature review 

Lately, researchers released a substantial amount of research using machine-
learning approaches to detect individuals at risk of cardiovascular disease based on 
symptoms. [4], [5] These techniques were shown to be impartial and beneficial. Dif-
ferent approaches are applied in heart disease prediction field [6], such as the Support 
Vector Machines (SVM), Random Forest (RF) Algorithm, Artificial Neural Networks 
(ANN), Particle Swarm Optimization (PSO), Genetic algorithm (GA), Naive Bayes 
(NB), K-Nearest Neighbor (KNN), and Decision Trees (DT) [7]–[9]. In this part, we 
shall discuss the most recent of them. 

In this experimental analysis [10] five machine learning algorithms Random For-
est, Decision Tree, K-Nearest Neighbors, Support Vector Machine, and Naive Bayes 
are used in the predictive analysis of early-stage of heart disease. The dataset used 
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contains 4241 instances. High accuracy of 84.08% and 83.96% goes to the SVM and 
Naïve Bayes respectively. 

To predict heart disease [11], the authors worked on a heart disease dataset collect-
ed from Kaggle and used k-nearest neighbor (KNN), decision tree (DT), random for-
ests (RF), AdaboostM1 (ABM1), Logistic regression (LR), and Multilayer perceptron 
(MLP) algorithms. 100% of accuracy achieved by KNN, RF and DT classifiers. 

This overview article [12] is a compilation of work done on the subject of Cardio-
vascular Disease Prediction Using Machine and Deep Learning Techniques. [13] In 
another study, the authors use two machine learning algorithms, SVM and ANN, to 
detect heart illness early, and the high-accuracy prediction findings are sent to support 
vector machine. 

[14] The authors used NB, KNN, RF, and DT data mining classification approach-
es to predict heart disease. The algorithm that provides the greatest results in this 
model is K-nearest neighbor. 

[15] In their paper, they proposed a model using Machine Learning algorithms and 
Relief and LASSO Feature Selection to build new hybrid classifiers based on Random 
Forest, AdaBoost Boosting Method, Decision Tree, K-Nearest Neighbors, and Gradi-
ent Boosting. The accuracy rate of 99.35 % goes to Random Forest, which is higher 
than the other algorithms. 

[16] The study applied seven machine learning classification algorithms (Naive 
Bayes, K-Nearest Neighbors, Multi-Layer Perceptron, Logistic Regression, Decision 
Tree, Random Forest, and Support Vector Machine) on a dataset of cardiovascular 
disease. Multi-Layer Perceptron got the best accuracy result of 87.23%. 

The authors [17] provide a different way of identifying key characteristics using 
machine learning techniques, which will improve the accuracy of cardiovascular dis-
ease prediction. The prediction model is provided with many feature combinations 
and numerous well-known classification approaches. We get an improved perfor-
mance level with an accuracy level of 88.7 percent by combining the hybrid random 
forest with a linear model in the prediction model for heart disease. 

In this experimental analysis [18] seven ML algorithms, HRFLM, Logistic Regres-
sion, RF, DT, K-nearest neighbor, SVM, and Linear Model are used in the predictive 
analysis of heart disease. High accuracy of 88.7% was attained using the Hybrid Ran-
dom Forest with a Linear Model (HRFLM) technique. 

In [19], the researchers used machine-learning algorithms including SMO, Multi-
layer Perceptron, Bayesian Network, and Random Forest. The Bayesian Network 
classifier performs better and achieved a 94.5 % accuracy, which is higher than the 
other three algorithms. In another case study based in Iraq [20], the high rate of accu-
racy of 94.5% goes for the Decision tree. 

In [21], the authors used two datasets to predict cardiovascular with machine learn-
ing algorithms such as DT, NB, AdaBoost, SVM, RF, ANN, k-Nearest, and LR, k-
NN. The results show that SVM outperforms in terms of an accuracy rate of 84%. 

[22] The authors create a healthcare application to aid in the detection of cardiac 
disorders in patients and those experiencing symptoms. Their work is more accurate 
since it is based on the random forest method.  
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In [23], the authors compared the accuracy of the classifiers: Artificial Neural 
Network, Support Vector Machine, Naïve Bayes, Decision Tree, and Random Forest, 
Artificial Neural Network got 84.25 % compared to the other classifiers. 

Furthermore, Deep Learning is used to develop complicated prediction models and 
has been effectively applied to a variety of difficulties in healthcare in particular. 
Among these, the authors of [24] provide a predictive deep learning model for heart 
disease prediction using RNN, GRU, and LSTM. A high level of precision of 98 per-
cent was attained. The authors of [25] suggested a model with good accuracy, based 
on a two-stage deep learning LSTM neural network, to classify arrhythmias. 

3 Methods and evaluation 

In this section we present the methodologies and materials used, as well as the ex-
perimental workflow, dataset description, machine learning algorithms, ontology 
model, and evaluation metrics. The experimental workflow of this comparative analy-
sis is illustrated in Figure 1. 

 
Fig. 1. Experimental workflow 
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3.1 Data preprocessing 

The dataset used is cardiovascular disease from Kaggle website [26], it consists of 
70000 instances and 12 features (11 attributes and the last one is a target). Table 1 
gives a detailed explanation of all features of the dataset. 

Table 1.  Dataset feature’s information 

Attribute Description 
1- age The patient age (days) 
2- height The patient Height (cm) 
3- weight The patient Weight (Kg) 
4- gender The patient Gender (Male or Female) 
5- ap_hi Systolic blood pressure 
6- ap_lo Diastolic blood pressure 
7- cholesterol The patient Cholesterol (1: normal, 2: above normal, 3: well above normal) 
8- gluc Glucose (1: normal, 2: above normal, 3: well above normal) 
9- smoke The patient is smoking or not (binary) 
10- alco The patient is taking alcohol or not (binary) 
11- active The patient is active or not (binary) 
12- cardio Target Variable (0 or 1). 

 
To create an effective machine learning classifier, we should always begin by data 

cleaning, normalizing features, transforming features, and even creating new features 
from the dataset. Our dataset contains 24 similar instances, after removing duplicated 
instances the remaining is 69976 instances. Where 35004 represents the absence of 
cardiovascular disease and 34972 represents the presence of the latter. 

We did not add any new feature like BMI for the reason that is not given much dif-
ference in terms of results. We would like to inform you that in order to provide a fair 
comparison of the classification results obtained, we did not use any feature selection 
or performance-boosting methods. 

3.2 Machine learning algorithms 

We have used weka software for all machine learning algorithms to predict the dis-
ease. Weka contains tools for data preparation, classification, regression, clustering, 
association rules mining, and visualization. 

We used the seven most classifiers used to classify binary datasets (Decision Tree, 
Random Forest, Logistic Regression, Artificial Neural Network, Naïve Bayes, Sup-
port Vector Machine, k-Nearest Neighbours). In addition, we used two modes of test 
options: 10-fold crossvalidation and percentage split (split 60% train, remainder test) 
for the reason of enriching the study. 
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3.3 Ontology model 

The method used to classify the dataset using the ontology model was previously 
published and discussed in this earlier study [2], which we recommend reading for 
more information. We'll go through some specifics shortly here. 

Ontology construction. We used Protégé software to build the ontology, it’s an 
open-source platform that offers a suite of tools to a growing user community for 
building domain models and knowledge-based applications with ontologies [27]. We 
created the ontology manually; the main classes are Diagnostic and Patient. Figure 2 
illustrates the graphical representation of the ontology. 

 
Fig. 2. The ontology graph 

Data properties and Instances 
The data properties used in the ontology are the same attributes presented in Table 

1 which are used to build models of machine learning algorithms. Figure 3 illustrates 
the data properties. 

 
Fig. 3. Data properties 

Cellfie, a Protégé plugin for importing spreadsheet data into OWL ontologies, is 
used to import the same dataset used in Weka. 

Semantic Web Language Rules (SWRL). Following the creation of classes, data 
properties, and instances in the ontology. We need to establish the SWRL reasoning 
rules. To achieve this, we used the SWRLTab plugin, we retrieved created rules from 
the Decision Tree algorithm and imported them into Protégé. A java programing lan-
guage is used to convert the extracted rules from the DT algorithm, where each leaf of 
the tree was extracted as a single SWRL rule. For instance: 
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A leaf from the DT algorithm 
If cholesterol = 2 && alco ≤ 0 && smoke ≤ 0 && active ≤ 

0 && weight ≤ 72 && ap_lo ≤ 85 && height ≤ 169 THEN put 
the patient in presence 
SWRL obtained 
Patient(?pt) ^ cholesterol(?pt, ?CH) ^ swrlb:equal(?CH, 

‘2’^^xsd:decimal) ^ alco(?pt, ?AC) ^ 
swrlb:lessThanOrEqual(?AC, ‘0’^^xsd:decimal) ^ smoke(?pt, 
?S) ^ swrlb:lessThanOrEqual(?S, ‘0’^^xsd:decimal) ^ ac-
tive(?pt, ?A) ^ swrlb:lessThanOrEqual(?A, 
‘0’^^xsd:decimal) ^ weight(?pt, ?W) ^ 
swrlb:lessThanOrEqual(?W, ‘72’^^xsd:decimal) ^ ap_lo(?pt, 
?AL) ^ swrlb:lessThanOrEqual(?AL, ‘85’^^xsd:decimal) ^ 
height(?pt, ?H) ^ swrlb:lessThanOrEqual(?H, 
‘169’^^xsd:decimal)  presence 

Pellet reasoned. We utilized the Pellet reasoner, which provides more direct capa-
bilities for working with OWL and SWRL rules, to execute SWRL rules and infer 
new ontology axioms. It employs the dataset and SWRL rules to instigate the infer-
ence and delivers the final decision as to whether is absence or presence of cardiovas-
cular disease. The ontology classifier's results are reported in the next section. 

3.4 Evaluation 

Different performance metrics are used to evaluate machine learning algorithms 
such as Accuracy, Precision, Recall, F-Measure, ROC Area, Kappa statistic, Root 
mean squared error, Root relative squared error, etc. To evaluate our experimental 
results, we have used K-fold cross-validation and split-test with different metrics like 
Accuracy, Precision, Recall, and F-Measure which are described below. 

Accuracy (ACC): is computed as the number of all correct predictions divided by 
the total number of the dataset, which is the number of patients that are identified 
correctly in total in our case. 

 𝐴𝐴𝐴𝐴𝐴𝐴 =  𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

 (1) 

Precision (PREC): is calculated by dividing the number of correct positive predic-
tions by the total number of positive predictions. 

 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

 (2) 

Recall (REC): is computed as the number of correct positive predictions divided by 
the total number of positives. It represents the relevant patients that have been correct-
ly detected, it is also called Sensitivity or true positive rate (TPR). 

 𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

 (3) 
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F-Measure: called also F-score, is a harmonic mean of precision and recall, it pro-
vides the quality of prediction. 

 F-Measure = 2 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∗𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅

 (4) 

Other metrics, such as Mean Squared Error (MSE), Root Mean Squared Error 
(RMSE), and Mean Absolute Error (MAE), are available but are most commonly 
employed in regression issues. As a result, due to the dataset and algorithms used in 
classification issues, this comparison research will rely on the performance metrics 
described above. Furthermore, the same criteria are utilized to assess the validity of 
our ontology model. 

4 Results and discussion 

We present in this section the results of the evaluation of classifiers employed in 
this study, including the result and statistics of the ontology classifier. The results of 
the ontology classifier are provided in Tables 2, 3 and Figure 4 using the performance 
metrics described in the preceding section. In addition, we provide the results of Ac-
curacy, Precision, Recall, and F-Measure in Figures 5, 6, 7, and 8, which illustrate the 
visual of each metric. Table 4 further outlines the experimental results for the ML and 
ontology classifiers that were employed in this research. 

Table 2.  Ontology classifier based on 10-fold cross-validation mode 

Confusion matrix 
Actual class 

positive negative 

Predicted class positive 
negative 

TP : 35525 
FN : 7660 

FP : 9502 
TN : 17289 

Table 3.  Ontology classifier based on 60% split mode validation 

Confusion matrix 
Actual class 

positive negative 

Predicted class positive 
negative 

TP: 35681 
FN: 7720 

FP: 9295 
TN: 17280 

 
Fig. 4. Results of inferred concepts. (a) 10-fold cross-validation. (b) 60% split mode validation 
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Accuracy. In Figure 5 and Table 4, we obtained the highest value in terms of 10-
fold cross-validation mode for Ontology, Decision Tree and Logistic Regression with 
75.5%, 73.1%, 72.1% correspondingly. Almost the same results using split test mode, 
we obtained 75.7%, 73.1%, and 72.3% for Ontology, Decision Tree, and Logistic 
Regression consecutively. 

 
Fig. 5. Comparison results of accuracy 

Precision. The ontology classifier has the highest Precision of 78.9% and 79.3% 
for both test modes. Followed by DT and RF. More details are shown in Table 4 and 
Figure 6. 
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Fig. 6. Comparison results of precision 

Recall. From Figure 7 and Table 4, we notice that Naïve Bayes had the highest 
value in both test modes, followed by Ontology in the second position and Logistic 
Regression with Decision Tree in the third position. 

 
Fig. 7. Comparison results of recall 

F-Measure. From Figure 8 and Table 4, we notice that the ontology model had the 
highest value in both test modes, followed by Decision Tree with Logistic Regression 
in the second position and Random Forest in the third position. 
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Fig. 8. Comparison results of F-Measure 

Table 4.  Machine learning and ontology classifiers results 

 
Accuracy Precision Recall F-Measure 

Folds-10 Split-60% Folds-10 Split-60% Folds-10 Split-60% Folds-10 Split-60% 
KNN 0,571 0,569 0,57 0,566 0,578 0,571 0,574 0,569 
NB 0,590 0,591 0,555 0,554 0,908 0,904 0,689 0,687 
ANN 0,645 0,651 0,627 0,637 0,718 0,691 0,669 0,663 
SVM 0,648 0,647 0,634 0,627 0,702 0,712 0,666 0,667 
RF 0,715 0,715 0,709 0,705 0,73 0,731 0,719 0,718 
LR 0,721 0,723 0,703 0,7 0,766 0,775 0,733 0,735 
DT 0,731 0,731 0,719 0,713 0,758 0,768 0,738 0,739 
Ontology 0,755 0,757 0,789 0,793 0,823 0,822 0,805 0,807 

 
Regarding results discussed above, we notice that there is no big difference be-

tween cross-validation and percentage split test mode. The experimental results show 
that the ontology classifier is considered the best with high accuracy of 75.5%, fol-
lowed by the Decision Tree of 73.1% and logistic regression of 72.1%. We conclude 
that combining machine learning with ontological reasoning (i.e., extracting rules 
from machine learning algorithms and integrating them into the ontology using 
SWRL) may provide better outcomes. Furthermore, these comparative findings 
demonstrate how OWL ontology's knowledge representation and reasoning capabili-
ties might bring further benefits in addition to classification. Furthermore, because the 
ontology classifier is an interpretable model, it may offer information on how the 
process reaches the decision. The ontology classifier produces equivalent and compa-
rable results to machine learning classifiers. The findings may also be interpreted by 
humans, and the rules can be altered or added as needed. 
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To our knowledge, this is the first comparative analysis of ML and ontology classi-
fiers, in which we have integrated ontology with machine learning and specifically in 
the field of prediction of cardiovascular disease. So, no meaningful comparison can 
be made for that reason on the one hand, on the other hand, researchers use different 
datasets and different features selection and performance-boosting methods. 

5 Conclusion 

Machine learning techniques are widely employed in all scientific disciplines and 
have revolutionized industries all over the world. The application of machine learning 
tools and algorithms in healthcare has lately witnessed significant advancement [28-
30]. Those methods have demonstrated efficacy and may be beneficial in the treat-
ment of chronic diseases such as cardiovascular disease. In addition, the Semantic 
Web, for its part, has demonstrated its worth and strength in a variety of disciplines, 
including health. Ontology, as a component of the Semantic Web, comes with the 
capacity to process concepts and relationships in the same manner that humans see 
connected concepts. 

In this paper, we presented seven machine learning algorithms and an ontology 
model, and we explained their comparative evaluation. In addition, different perfor-
mance metrics are used to evaluate the results such as Accuracy, Precision, Recall, F-
Measure.  

The findings reveal that, even with no feature selection applied, the ontology clas-
sification method has the highest accuracy. This leads us to a new search field that we 
suggest and encourage researchers to contribute and create new ideas in the same 
context, to give more results and comparison, for the purpose of prediction, recom-
mendation, or make a decision, etc. From our end, we look forward to improving this 
comparative study by applying new approaches to integrate rules of machine learning 
with the ontology classification method, as well as using regression machine learning 
algorithms. 

6 References 

[1] G. Saranya and A. Pravin, “A comprehensive study on disease risk predictions in machine 
learning,” Int. J. Electr. Comput. Eng. IJECE, vol. 10, no. 4, Art. no. 4, Aug. 2020. 
https://doi.org/10.11591/ijece.v10i4.pp4217-4225  

[2] H. EL Massari, S. Mhammedi, Z. Sabouri, and N. Gherabi, “Ontology-Based Machine 
Learning to Predict Diabetes Patients,” in Advances in Information, Communication and 
Cybersecurity, Cham, 2022, pp. 437–445. https://doi.org/10.1007/978-3-030-91738-8_40  

[3] H. El Massari, Z. Sabouri, S. Mhammedi, and N. Gherabi, “Diabetes Prediction Using Ma-
chine Learning Algorithms and Ontology,” J. ICT Stand., pp. 319–338, May 2022. 
https://doi.org/10.13052/jicts2245-800X.10212  

[4] A. Kilic, “Artificial Intelligence and Machine Learning in Cardiovascular Health Care,” 
Ann. Thorac. Surg., vol. 109, no. 5, pp. 1323–1329, May 2020. https://doi.org/10.1016/ 
j.athoracsur.2019.09.042  

154 http://www.i-joe.org

https://doi.org/10.11591/ijece.v10i4.pp4217-4225
https://doi.org/10.1007/978-3-030-91738-8_40
https://doi.org/10.13052/jicts2245-800X.10212
https://doi.org/10.1016/j.athoracsur.2019.09.042
https://doi.org/10.1016/j.athoracsur.2019.09.042


Paper—The Impact of Ontology on the Prediction of Cardiovascular Disease Compared to Machine… 

[5] K. Shameer, K. W. Johnson, B. S. Glicksberg, J. T. Dudley, and P. P. Sengupta, “Machine 
learning in cardiovascular medicine: are we there yet?,” Heart, vol. 104, no. 14, pp. 1156–
1164, Jul. 2018. https://doi.org/10.1136/heartjnl-2017-311198  

[6] H. E. Hamdaoui, S. Boujraf, N. E. H. Chaoui, B. Alami, and M. Maaroufi, “Improving 
Heart Disease Prediction Using Random Forest and AdaBoost Algorithms,” Int. J. Online 
Biomed. Eng. IJOE, vol. 17, no. 11, Art. no. 11, Nov. 2021. https://doi.org/10.3991/ijoe. 
v17i11.24781  

[7] J. A. Quesada et al., “Machine learning to predict cardiovascular risk,” Int. J. Clin. Pract., 
vol. 73, no. 10, p. e13389, 2019. https://doi.org/10.1111/ijcp.13389  

[8] C. Krittanawong et al., “Machine learning prediction in cardiovascular diseases: a meta-
analysis,” Sci. Rep., vol. 10, no. 1, Art. no. 1, Sep. 2020. https://doi.org/10.1038/s41598-
020-72685-1  

[9] N. N. Anuar et al., “Cardiovascular Disease Prediction from Electrocardiogram by Using 
Machine Learning,” Int. J. Online Biomed. Eng. IJOE, vol. 16, no. 07, Art. no. 07, Jun. 
2020. https://doi.org/10.3991/ijoe.v16i07.13569  

[10] S. M. H. S. Iqbal, N. Jahan, A. S. Moni, and M. Khatun, “An Effective Analytics and Per-
formance Measurement of different Machine Learning Algorithms for Predicting Heart 
Disease,” Int. J. Adv. Comput. Sci. Appl. IJACSA, vol. 13, no. 2, Art. no. 2, 51/28 2022. 
https://doi.org/10.14569/IJACSA.2022.0130250  

[11] M. M. Ali, B. K. Paul, K. Ahmed, F. M. Bui, J. M. W. Quinn, and M. A. Moni, “Heart dis-
ease prediction using supervised machine learning algorithms: Performance analysis and 
comparison,” Comput. Biol. Med., vol. 136, p. 104672, Sep. 2021. https://doi.org/10.1016/ 
j.compbiomed.2021.104672  

[12] M. Swathy and K. Saruladha, “A comparative study of classification and prediction of 
Cardio-Vascular Diseases (CVD) using Machine Learning and Deep Learning tech-
niques,” ICT Express, Sep. 2021. https://doi.org/10.1016/j.icte.2021.08.021  

[13] A. K. Faieq and M. M. Mijwil, “Prediction of of heart diseases utilising support vector 
machine and artificial neural network,” Indones. J. Electr. Eng. Comput. Sci., vol. 26, no. 
1, Art. no. 1, Apr. 2022. https://doi.org/10.11591/ijeecs.v26.i1.pp374-380  

[14] D. Shah, S. Patel, and S. K. Bharti, “Heart Disease Prediction using Machine Learning 
Techniques,” SN Comput. Sci., vol. 1, no. 6, p. 345, Oct. 2020. https://doi.org/10.1007/ 
s42979-020-00365-y  

[15] P. Ghosh et al., “Efficient Prediction of Cardiovascular Disease Using Machine Learning 
Algorithms With Relief and LASSO Feature Selection Techniques,” IEEE Access, vol. 9, 
pp. 19304–19326, 2021. https://doi.org/10.1109/ACCESS.2021.3053759  

[16] A. Alfaidi, R. Aljuhani, B. Alshehri, H. Alwadei, and S. Sabbeh, “Machine Learning: As-
sisted Cardiovascular Diseases Diagnosis,” Int. J. Adv. Comput. Sci. Appl. IJACSA, vol. 
13, no. 2, Art. no. 2, 51/28 2022. https://doi.org/10.14569/IJACSA.2022.0130216  

[17] S. Mohan, C. Thirumalai, and G. Srivastava, “Effective Heart Disease Prediction Using 
Hybrid Machine Learning Techniques,” IEEE Access, vol. 7, pp. 81542–81554, 2019. 
https://doi.org/10.1109/ACCESS.2019.2923707  

[18] A. Kondababu, V. Siddhartha, BHK. B. Kumar, and B. Penumutchi, “A comparative study 
on machine learning based heart disease prediction,” Mater. Today Proc., Feb. 2021. 
https://doi.org/10.1016/j.matpr.2021.01.475  

[19] R. R. K. AL-Taie, B. J. Saleh, A. Y. F. Saedi, and L. A. Salman, “Analysis of WEKA data 
mining algorithms Bayes net, random forest, MLP and SMO for heart disease prediction 
system: A case study in Iraq,” Int. J. Electr. Comput. Eng. IJECE, vol. 11, no. 6, Art. no. 6, 
Dec. 2021. https://doi.org/10.11591/ijece.v11i6.pp5229-5239  

iJOE ‒ Vol. 18, No. 11, 2022 155

https://doi.org/10.1136/heartjnl-2017-311198
https://doi.org/10.3991/ijoe.v17i11.24781
https://doi.org/10.3991/ijoe.v17i11.24781
https://doi.org/10.1111/ijcp.13389
https://doi.org/10.1038/s41598-020-72685-1
https://doi.org/10.1038/s41598-020-72685-1
https://doi.org/10.3991/ijoe.v16i07.13569
https://doi.org/10.14569/IJACSA.2022.0130250
https://doi.org/10.1016/j.compbiomed.2021.104672
https://doi.org/10.1016/j.compbiomed.2021.104672
https://doi.org/10.1016/j.icte.2021.08.021
https://doi.org/10.11591/ijeecs.v26.i1.pp374-380
https://doi.org/10.1007/s42979-020-00365-y
https://doi.org/10.1007/s42979-020-00365-y
https://doi.org/10.1109/ACCESS.2021.3053759
https://doi.org/10.14569/IJACSA.2022.0130216
https://doi.org/10.1109/ACCESS.2019.2923707
https://doi.org/10.1016/j.matpr.2021.01.475
https://doi.org/10.11591/ijece.v11i6.pp5229-5239


Paper—The Impact of Ontology on the Prediction of Cardiovascular Disease Compared to Machine… 

[20] B. J. Saleh, R. R. K. Al_Taie, and A. A. Mhawes, “Machine Learning Architecture for 
Heart Disease Detection: A Case Study in Iraq,” Int. J. Online Biomed. Eng. IJOE, vol. 18, 
no. 02, Art. no. 02, Feb. 2022. https://doi.org/10.3991/ijoe.v18i02.27143  

[21] Aman and R. S. Chhillar, “Analyzing Predictive Algorithms in Data Mining for Cardio-
vascular Disease using WEKA Tool,” Int. J. Adv. Comput. Sci. Appl. IJACSA, vol. 12, 
no. 8, Art. no. 8, 31 2021. https://doi.org/10.14569/IJACSA.2021.0120817  

[22] V. Chang, V. R. Bhavani, A. Q. Xu, and M. Hossain, “An artificial intelligence model for 
heart disease detection using machine learning algorithms,” Healthc. Anal., vol. 2, p. 
100016, Nov. 2022. https://doi.org/10.1016/j.health.2022.100016  

[23] H. Meshref, “Cardiovascular Disease Diagnosis: A Machine Learning Interpretation Ap-
proach,” Int. J. Adv. Comput. Sci. Appl. IJACSA, vol. 10, no. 12, Art. no. 12, Jun. 2019. 
https://doi.org/10.14569/IJACSA.2019.0101236  

[24] S. Krishnan, P. Magalingam, and R. Ibrahim, “Hybrid deep learning model using recurrent 
neural network and gated recurrent unit for heart disease prediction,” Int. J. Electr. Com-
put. Eng. IJECE, vol. 11, no. 6, Art. no. 6, Dec. 2021. https://doi.org/10.11591/ijece.v11i6. 
pp5467-5476  

[25] H. Bensenane, D. Aksa, F. W. Omari, and A. Rahmoun, “A deep learning-based cardio-
vascular disease diagnosis system,” Indones. J. Electr. Eng. Comput. Sci., vol. 25, no. 2, 
Art. no. 2, Feb. 2022. https://doi.org/10.11591/ijeecs.v25.i2.pp963-971  

[26] “Cardiovascular Disease dataset.” https://kaggle.com/sulianova/cardiovascular-disease-
dataset (accessed Feb. 24, 2022). 

[27] M. A. Musen, “The protégé project: a look back and a look forward,” AI Matters, vol. 1, 
no. 4, pp. 4–12, Jun. 2015. https://doi.org/10.1145/2757001.2757003  

[28] L. Rubinger, A. Gazendam, S. Ekhtiari, and M. Bhandari, “Machine learning and artificial 
intelligence in research and healthcare,” Injury, Feb. 2022. https://doi.org/10.1016/j.injury. 
2022.01.046  

[29] H. Abdel-Jaber, D. Devassy, A. Al Salam, L. Hidaytallah, and M. EL-Amir, “A Review of 
Deep Learning Algorithms and Their Applications in Healthcare,” Algorithms, vol. 15, no. 
2, Art. no. 2, Feb. 2022. https://doi.org/10.3390/a15020071 

[30] H. El Massari, N. Gherabi, S. Mhammedi, H. Ghandi, F. Qanouni, and M. Bahaj, “An On-
tological Model based on Machine Learning for Predicting Breast Cancer,” International 
Journal of Advanced Computer Science and Applications (IJACSA), vol. 13, no. 7, Art. 
no. 7, 31 2022, https://doi.org/10.14569/IJACSA.2022.0130715 

7 Authors 

Noreddine Gherab is a professor of computer science with industrial and academ-
ic experience. He holds a doctorate degree in computer science. In 2013, he worked as 
a professor of computer science at Mohamed Ben Abdellah University and since 2015 
has worked as a research professor at Sultan Moulay Slimane University, Morocco. 
Member of the International Association of Engineers (IAENG). Professor Gherabi 
having several contributions in information systems namely: big data, semantic web, 
pattern recognition, intelligent systems. He has papers (book chapters, international 
journals, and conferences/workshops), and edited books. He has served on executive 
and technical program committees and as a reviewer of numerous international con-
ferences and journals, he convened and chaired more than 30 conferences and work-
shops. He is member of the editorial board of several other renowned international 

156 http://www.i-joe.org

https://doi.org/10.3991/ijoe.v18i02.27143
https://doi.org/10.14569/IJACSA.2021.0120817
https://doi.org/10.1016/j.health.2022.100016
https://doi.org/10.14569/IJACSA.2019.0101236
https://doi.org/10.11591/ijece.v11i6.pp5467-5476
https://doi.org/10.11591/ijece.v11i6.pp5467-5476
https://doi.org/10.11591/ijeecs.v25.i2.pp963-971
https://kaggle.com/sulianova/cardiovascular-disease-dataset
https://kaggle.com/sulianova/cardiovascular-disease-dataset
https://doi.org/10.1145/2757001.2757003
https://doi.org/10.1016/j.injury.2022.01.046
https://doi.org/10.1016/j.injury.2022.01.046
https://doi.org/10.3390/a15020071
https://doi.org/10.14569/IJACSA.2022.0130715


Paper—The Impact of Ontology on the Prediction of Cardiovascular Disease Compared to Machine… 

journals: • Co-editor in chief (Editorial Board) in the journal “The International Jour-
nal of sports science and engineering for children” (IJSSEC). • Associate Editor in the 
journal « International Journal of Engineering Research and Sports Science ». • Re-
viewer in several journals / Conferences • Excellence Award, the best innovation in 
science and technology 2009. His research areas include Machine Learning, Deep 
Learning, Big Data, Semantic Web, and Ontology. He can be contacted at email: 
n.gherabi@usms.ma. 

Hakim El Massari received his master degree from Normal Superior School of 
Abdelmalek Essaadi University, Tétouan, Morocco, in 2014. Currently, he is prepar-
ing his Ph.D. in computer science at the National School of Applied Sciences, Sultan 
Moulay Slimane University, Khouribga, Morocco. His research areas include Ma-
chine Learning, Deep Learning, Big Data, Semantic Web, and Ontology. He can be 
contacted at email: h.elmassari@usms.ma. 

Hamza Ghandi is pursuing her Ph.D. in Computer Engineering from the National 
School of Applied Sciences of Khouribga, her area of interest is Machine Learning, 
Intelligent Systems, Deep Learning, and Big Data. 

Sajida Mhammedi received her Ms Degree in Computer Engineering from Facul-
ty of Science and Technologie, Beni Mellal Morocco, she worked as a visiting re-
searcher at the Sultane Moulay Slimane University, her research interests include 
Machine Learning, Semantic Web, recommendation systems, Ontology, and Big 
Data. 

Mohamed Bahaj obtained his Ph.D. in Mathematics and Computer Science from 
University Hassan 1st, Morocco. He is co-chairs of International Conferences on 
International Conference on Intelligent Information and Network Technology. He is a 
Full Professor in Department of Mathematics and Computer Sciences from the Uni-
versity Hassan 1st Faculty of Sciences & Technology Settat Morocco. He has pub-
lished over 120 peer-reviewed papers. His research interests are Intelligent Systems, 
Ontologies Engineering, Partial and differential Equations, Numerical Analysis and 
Scientific Computing He has reviewed several papers in various journals. He has 
supervised several PhD thesis in Computers Sciences & in Mathematics. He is a 
Guest Editorial in Journal of Emerging Technologies in Web Intelligence. He also 
attended a series of workshops, seminars and discussion forums for Academic Devel-
opment on teaching and research. 

Article submitted 2022-05-22. Resubmitted 2022-06-12. Final acceptance 2022-06-13. Final version 
published as submitted by the authors. 

iJOE ‒ Vol. 18, No. 11, 2022 157


