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Abstract—Nowadays, numerous attacks can be considered high risks in 
terms of the security of Wireless Sensor Network (WSN). As a result, different 
applications are introduced to manage the data and information exchange and 
related security sides to be saved in the transmission of data. Recently, most of 
the security attacks are classified as cyber ones. These attacks interest in the sys-
tem halting and destroying the data rather than stealing the data. In this paper, a 
cyber-attacks detection system is proposed based on an intelligent hybrid model 
that uses deep and machine learning technologies. The proposed model improves 
the cyber-attack detection speed. In addition, a feature reduction model is pro-
posed using machine learning methods (PCA and SVD) to select the most related 
features to the adopted classes of attacks. This can affect positively the deep-
learning model complexity. The obtained results demonstrate the superiority of 
the proposed hybrid model-based cyber detection system in comparison to the 
traditional ones in reaching an accuracy of 99.98%, 100%, 100%, 100% for pre-
cision, recall, and F1-measure respectively, and reducing the time to 23s for the 
datasets of Message Queuing Telemetry Transport-Dataset (MQTT-DS) and 
Wireless Sensor Networks Dataset (WSN-DS).   
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1 Introduction 

The Wireless Sensor Network (WSN) has been widely used in different applications, 
which leads to arise the possibility of suffering from a wide range of attacks including 
cyber ones. Therefore, it is important to propose cyber-security systems that can detect 
and prevent the attacks that deal with WSN. Cyber-security plays a major role in pro-
tecting the framework from threats by adopting artificial intelligence techniques such 
as Deep-Learning (DL) and Machine-Learning (ML) to build a smart attack detection 
model in the Internet of Things (IoT) and Wireless Sensor Network (WSN). Artificial 
Intelligent models require specific cyber-security defense and protection solutions 
[1][2][3]. The ML and DL methods use numerous algorithms that can be briefly de-
fined. The Principal Component Analysis (PCA) algorithm can be defined as an unsu-
pervised machine learning that is used for dimensionality reduction [4]. The Singular 
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Value Decomposition (SVD) refers to a matrix factorial that has found several applica-
tions for engineering problems [5]. PCA is considered a linear unsupervised feature 
extraction procedure for minimizing the dimensions of remote sensing data, such as 
Hyperspectral remote Sensing Images (HSI) [6]. It minimizes a large set of the varia-
bles with high correlation to smaller set of uncorrelated variables to be called as prin-
cipal components. They include the majority of the variations in the original data [7]-
[8]. The goal of using SVD is to reduce and convert the high-dimensional space into a 
low-dimensional domain [9]. The gradient descent method is commonly used in neural 
network optimization. Gradient descent is a typical method for minimizing an optimi-
zation problem's objective function. The number of the required steps that are adopted 
in detecting a local minimum is defined by the learning rate of a factor. The Stochastic 
Gradient Descent (SGD) makes frequent updates with a lot of variation, which causes 
the objective function to change a lot. SGD, on the other hand, is capable of reaching 
new and potentially superior local minima due to its unpredictability [10]. The Naive 
Bayes classifier is a simplified version of a Bayesian network, which is a probabilistic 
model that estimates the probability of categories in each test set using Bayes' theorem. 
The classifier considers that each feature is conditionally independent of the others, 
contributing independently but equally to the target's final categorization. Complement 
Naive Bayes (CNB) Classification Algorithm depend on this concept, it is used to clas-
sify find attack or normal flow. Both algorithms are used to show the results of the flow 
estimation packets [11]. In this paper, an intelligent hybrid model is adopted to design 
a cyber-attack detection system for different types of them. and utilizing the result with 
CNB and SGD algorithms gave cyber-attacks detection methods for IoT and WSN. 
This model use DL and ML methods in three stages feature reduction, feature extrac-
tion, and classification. These methods are necessary to detect attacks at an early stage 
to prevent the loss of available resources. The proposed method is tested over the da-
tasets of MQTT-DS and WSN-DS [12][13]. The obtained results show a promising 
enhancement in the proposed hybrid-based cyber-security system in comparison with 
the traditional methods.  

2 Related work 

Cyber-security is an important field in computing systems that has been investigated 
by different researchers to produce secured ones that can detect and isolate the cyber-
attacks inefficient way, particularly in WSN. In [14], researchers presented the main 
and sub-categories of ML that were adopted in cyber-security to detect spam, phishing 
page, malware, DOS attack, and biometric identification. The results proved the claim 
of the researchers. In [15], many ML techniques were used in cyber-security applica-
tions of Vehicular Ad hoc Networks (VANET). This was performed to detect the attack 
types using the suggested algorithms. These techniques could change the attackers to 
be ineffective which are simulated using Supervisory Control and Data Acquisition 
(SCADA) system and snooping discover. While the authors of [16] presented six ML 
methods, including Nave Bayes, Decision Trees, Random Forests, Neural Network, 
Gradient Boost, and Multilayer Perception. They were applied to a novel dataset to 

18 http://www.i-joe.org



Paper—Hybrid Cyber-Security Model for Attacks Detection Based on Deep and Machine Learning 

protect IoT systems. The result proved that the proposed methods were performed ef-
ficiently in detecting the attacks. On the other hand, a group of researchers have sug-
gested in [17] deep learning-based correlation prediction models for lightweight sub-
graph extraction and labeling that used the Weisfeiler-Lehman kernel and Mixed Con-
volutional Neural Network (WL-DCNN). This was to get better the self-learning ability 
of topological mining features with a high degree of generality and exceptional perfor-
mance. The authors of [18] suggested a DL model detect Distributed Denial-of-Service 
(DDoS) cyber-security attacks on CICIDS2017 datasets with an accuracy of up to 
97.16%. In [19], assured and recent research on deep learning already used huge data 
sets to convolution Neural Networks. This means that today's modern trend is towards 
intelligence algorithms for deep learning. Finally, in [20], a comparative work and ren-
dering analysis for different machine learning and deep learning methods were pro-
posed for detecting the intruders and saving the WSN-DS dataset. It was shown that 
deep learning classifiers were the best intrusion detection outcomes than machine learn-
ing manners. 

3 Proposed system 

The proposed cyber-security system is designed based on a hybrid model that adopts 
deep learning and machine learning mechanisms. Figure 1 shows the structure of the 
proposed system that includes a multi-stage of workflow that starts from feature reduc-
tion and goes through feature extraction till the classification. It is shown from this 
figure that the input of the proposed system is the adopted datasets of MQTT-dataset 
(44 feature) [12] and WSN-DS (17 feature) [13]. The preprocessing phase is used for 
normalizing and reforming the dataset parameters to be ready for input to the feature 
reduction stage. ML techniques are used in the stage of feature reduction to reduce them 
from 44 to 15 in the MQTT-DS dataset and from 17 to 15 in WSN-DS. The reduced 
features are entered into the proposed hybrid model to change the attributes of these 
features using the power of DL and ML. They are divided into 70% train data and 30% 
test data to perform the feature extraction model. The last stage uses the ML techniques 
of SGD and CNB to apply the classifications of the cyber-attacks. Each stage is ex-
plained briefly in the next sub-sections.  
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Fig. 1. Proposed system structure 

3.1 Pre-processing stage 

The adopted datasets are raw data that is gathered from a simulated environment. 
These datasets need to be handled to ensure that the performance of the proposed sys-
tem is on a high scale of accuracy. The information of the datasets is disparate types 
that can be processed by analyzing the data to make misleading results. The main func-
tions in data pre-processing are data cleaning, data integration, data reduction, and data 
transformation. the data transference consists of various methods including smoothing, 
attribute construction, aggregation, normalization … etc. Normalization that applies to 
a dataset in this paper is Min-Max manner, Standard Scaler [21]. The Min-max normal-
ization adopts the linear transformation of the raw data. The minA and maxA refer to the 
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minimum and maximum accounts of features in A. Min-max normalization maps ac-
count, vi, of A to v ' i in the range [new minA , new maxA] by counting [22]:  

vi
' = vi −min A 

maxA − minA 
 (new maxA − new minA) + new minA (1) 

Moreover, the StandardScaler is employed in normalizing the accounts by removing 
the mean and scaling it to unit variance using computing relevant statistics to each at-
tribute. Later on, it saves the mean and standard deviation for them to transform data. 
The related estimator saves the mean and standard deviation that is computed for the 
training set. Transforming the unseen test set X is tested in maps that are allocated into 
the right region of the attribute region [23]:  

 Zscaled =( 𝑥𝑥− µ)
Ơ

 (2) 

where µ = mean, Ơ=standard deviation.  

3.2 Feature reduction stage 

The reduction of the number of features in a sensing way that ensures keeping the 
information in the valid formulation is called a feature reduction or dimension reduc-
tion. The number of variables is minimized at the time of reducing the number of char-
acteristics. This is for making the computer's tasks easier and faster. Figure 2 shows the 
block diagram of the adopted feature reduction process. It is clear that this stage uses 
two ML algorithms of PCA and SVD to minimize the number of features.   

 
Fig. 2. Feature reduction stage 

For more explanation, the produced models of feature reduction using PCA and SVD 
are briefly illustrated. PCA looks for orthogonal vectors with k dimensions that can be 
utilized to formulate the data. The original data is thus aimed at a smaller area to reduce 
the dimensions. PCA combines the attributes in a MQTT-DS and WSN-DS datasets by 
generating a little size alternate set of variables. The raw data can then be shown to this 
smaller group. It considers the relationships between attributes that were not suspected 
in previous states, to be allowed for interpretations that would not normally result. Since 
PCA works on digital data, data processing has been done before entering this stage 
[24]. 

 CA= A* AT
(𝑛𝑛−1)

 (3) 
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SVD is a technique for feature reduction that is formulated as a matrix factorization 
method. It adopts the Eigen decomposition of a matrix with square dimensions (n x n) 
to any formula matrix (n x m). SVD method is utilized to decorate the time and to 
improve the classification performance. The aim of adopting the SVD is to manage the 
high dimensional space to be a low semantic dimensional space. It also finds the rela-
tionship between adopted features [5]. 

3.3 Proposed deep learning model for feature extraction stage 

It should be highlighted that the utmost contribution of this work is to propose a 
hybrid model that involves the deep-learning structure, which has twenty-seven neural 
network layers of nine CNN, six MaxPooling, eight LeakyReLU, three Dense, and one 
Flatten. divided into twelve layers. This hybrid model produces higher predictive per-
formance when compared to the traditional deep learning models alone. Figure 3 shows 
the deep-learning model, used for feature extraction. Features are selected and then fed 
to the illustrated architecture. The first convolution with the kernel is built in dimen-
sions size of 3, 16 filters, 1 stride, and (10x1) input shape. The second convolution 
includes MaxPooling (1 size and 1 stride) and LeakyReLU with alpha 0.3. The third 
layer contains the convolution with a kernel size of 3, 32 filters, and 1 stride, following 
MaxPooling (1 size and 1 stride) and LeakyReLU with alpha 0.3. The fourth layer con-
sists of convolution with the kernel size of 3, 64 filters, and 1 stride, also following 
MaxPooling (1 size and 1 stride) and LeakyReLU with alpha 0.3. The fifth layer has 
the same formulation as the fourth layer but 128 Dense is added with activation linear. 
The sixth and seventh layers are similar, while the eighth layer is built with 512 densi-
ties for linear activation. Moreover, the ninth and tenth layers contain convolution with 
16 filters, kernel size of 3 and padding same, and LeakyReLU alpha of 0.3. Finally, the 
eleventh layer has a convolution of 35 with the kernel size of 3, stride 1, padding the 
same, and activation is linear. Then the twelfth layer has a flattened and dense unit of 
2 with SoftMax activation function. 

 

 
Fig. 3. Deep learning architecture 
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3.4 Machine learning classification techniques stage 

ML classification is considered the most important one in cyber-security systems 
that generally can model the complex class cases to accept a variety of input predictor 
data without providing assumptions about the data distribution. In this paper, we use 
two ML-based classification algorithms Complement Naive Bayes (CNB) and Stochas-
tic Gradient Descent (SGD) to distinguish attacks [25]. CNB adopts the standard Mul-
tinomial Naive Bayes algorithm. Multinomial Naive Bayes is not working well in the 
imbalanced datasets. This type of dataset can cause an overfitting problem in most deep 
and machine learning models [26]. It is the combination of Bayes’ Theorem and the 
attribute independence assumption; The equation below describes the CNB algorithm. 

 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑑𝑑) = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑐𝑐 �log𝑝𝑝(𝜃𝜃𝑐𝑐) −  ∑ 𝑓𝑓𝑖𝑖 log 𝑁𝑁𝑐𝑐∼𝑖𝑖+𝑎𝑎𝑖𝑖
𝑁𝑁𝑐𝑐∼ +𝑎𝑎𝑖𝑖 � (4) 

while𝐼𝐼�҃�𝑁 𝑖𝑖 means the number of times attack i occurred in flow in classes other than 
c, 𝐼𝐼�҃�𝑁 means the total number of attack occurrences in classes other than c, while 
𝑝𝑝(𝜃𝜃𝑐𝑐)is the class prior estimate. While SGD is an iterative algorithm that considers a 
random point as a start level of a function for counting down to achieve the lower pitch 
of such function. By equaling the slope value to zero, the optimal point can be found 
by the SGD algorithm. In the case of linear regression, the sum of squared residuals is 
mapped as the function “y” in terms of the weight vector of “x” [27].  

 wt+1 =  wt −  γt∇wQ(zt, wt) (5) 

where γ is the learning rate sufficiently small, {wt, t= 1, . . . } depends on the exam-
ples randomly picked at each iteration. 

4 Performance evaluation criteria 

Different criteria are used for measuring the performance of the proposed hybrid 
algorithms, such as accuracy, precision, recall, and F1-measure. The accuracy that ex-
presses the classification efficiency can be calculated as [28]:  

 Accuracy = TN+TP
TN+FP+FN+TP

 (6) 

Where,  
TP: Actual class is positive and the algorithm classifies it as positive.  
FN: Actual class is positive but the algorithm classifies it as negative.  
FP: Actual class is negative but the algorithm classifies it as positive.  
TN: Actual class is negative and the algorithms classifies it as negative.  
Moreover, the precision that represents the correction ratio of predicting the positive 

results is evaluated as [28]:  

 Precision =  TP
FP+TP

 (7) 
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On the other hand, the recall, which is the correct prediction of the actual positive 
results, can be computed as [28]:  

 Recall =  TP
FN+TP

 (8) 

While the F1-measure is the harmonic mean of recall and precision is calculated as 
[28] [29]: 

 F1 − measure = 2 x Precision x Recall
Precision+Recall

 (9) 

5 Results 

It is well known that the proposed systems should be tested over different circum-
stances to ensure efficiency and prove the claim of the authors. The proposed cyber-
security system is tested using the mentioned datasets of MQTT-DS and WSN-DS [12] 
and [13]. The testing of the efficiency is based on the highlighted parameters of accu-
racy, precision, recall, F1-measure, and complexity in terms of execution time. The 
following system is considered for obtaining the performance parameters; 

• ML for the system of [12]. 
• DL for the general proposed deep-learning model,  
• PCA15-DL for feature reduction to 15 based on PCA in combination with deep-

learning classification.  
• SVD15-DL for feature reduction to 15 based on SVD in combination with deep-

learning classification. 
• HYP-PCA15-DL-CNB for the proposed hybrid system with PCA feature reduction 

to 15 in combination with the deep-learning model for feature extraction and ma-
chine-learning of CNB for attack classification.   

• HYP-PCA15-DL-SGD for the proposed hybrid system with PCA feature reduction 
to 15 in combination with the deep-learning model for feature extraction and ma-
chine-learning of SGD for attack classification.   

• HYP-SVD15-DL-CNB for the proposed hybrid system with SVD feature reduction 
to 15 in combination with the deep-learning model for feature extraction and ma-
chine-learning of CNB for attack classification.   

• HYP-SVD15-DL-SGD for the proposed hybrid system with SVD feature reduction 
to 15 in combination with the deep-learning model for feature extraction and ma-
chine-learning of SGD for attack classification. Table 1 explains the first indicator 
of performance efficiency of the proposed system, which is accuracy. It is shown 
that the accuracy of the proposed hybrid cyber-security systems keeps the close 
range to the ML [12] and other compared systems. The proposed system gains more 
accuracy for WSN-DS [13] dataset. The profit of this system is clearly shown in the 
next tables of results.  

Table 2 illustrates the recall ratio for the compared eight systems. The proposed hy-
brid system records a high recall ratio of 100% to gain a significant improvement in 
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comparison with other compared systems for both datasets. This refers to the addressing 
of the right prediction of the attacks and the features that are extracted from deep learn-
ing are in place. The ML classification of the hybrid systems also supports the reduction 
of overfitting and redundant feature occurring. Table 3 shows the enhancement of the 
precision parameters for most of the proposed systems, particularly the hybrid ones that 
record 100%. This indicator explains the benefit of using the deep-learning models as 
well as the combination of ML and DL in both feature extraction and classification. 
Table 4 records another superior performance of the proposed hybrid systems in com-
parison with the traditional ones. A significant improvement is measured for the hybrid 
system to reach 100% in the F1 measure due to the use of the magic combination of 
DL and ML as well as the feature reduction. The features are reduced in the first stage 
and the overfitting is almost disappeared, while the use of DL feature extraction con-
siders the similarity in the distinct input features, in which the overfitting is disappeared 
completely. On the other hand, Table 5 expresses the complexity of the compared eight 
systems in terms of the required time for execution. It is important to note that the 
execution time of the ML [12] is equal to 4100 seconds and the feature reduction with 
the deep-learning (PCA15-DL) takes 3800 seconds for 100 epochs, while the proposed 
hybrid systems consume just 23 seconds to get the promising results explained in Ta-
bles 1, 2, 3, and 4. This notified reduction in the time is returned to the need of just one 
epoch to obtain the required results with precision, recall, F1-measure of 100%, and 
accuracy up to 99.9%. This is a significant improvement recorded to the proposed hy-
brid cyber-security that can enhance all performance parameters with a very low con-
sumed time, which reflects positively on the activation of different applications.  

Table 1.  Performance accuracy of the eight compared systems 

 
 
 
 
 

Dataset ML DL PCA15-
DL 

SVD15-
DL 

HYP-
PCA15-
DL-CNB 

HYP-
PCA15-
DL-SGD 

HYP-
SVD15-

DL-CNB 

HYP-
SVD15-
DL-SGD 

MQTT-DS-
Biflow (bidi-
rectional) 

96.61% - 
99.97% 99.85% 99.91% 99.78% 99.74% 99.74% 99.73% 99.74% 

MQTT-DS-
Un flow(uni-
directional) 

78%- 
99.98% 99.79% 99.8% 99.87% 99.78% 99.78% 99.76% 99.79% 

MQTT-DS-
Packet 

65.39%-
88.55% 99.99% 99.77% 99.86% 99.98% 99.98% 99.98% 99.98% 

WSN-DS 75.6%- 
99.4% 97.9% 98.04% 98.49% 99.98% 99.98% 99.98% 99.98% 
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Table 2.  Performance Recall of the eight compared systems  

Dataset ML DL PCA15-
DL 

SVD15-
DL 

HYP-
PCA15-
DL-CNB 

HYP-
PCA15-
DL-SGD 

HYP-
SVD15-
DL-CNB 

HYP-
SVD15-
DL-SGD 

MQTT-DS-Biflow 
(bidirectional) 

96.61% - 
99.9% 27.13% 27.21% 27.41% 100% 100% 100% 100% 

MQTT-DS-
Uniflow(unidirec-
tional) 

78%- 
99.98% 24% 24% 24% 100% 100% 100% 100% 

MQTT-DS-Packet 65.39%- 
88.55% 99.98% 24% 24% 100% 100% 100% 100% 

WSN-DS 97.2%- 
98.5% 97.89% 98% 98.49% 100% 100% 100% 100% 

Table 3.  Performance Precision of the eight compared systems 

Dataset ML DL PCA15-
DL 

SVD15-
DL 

HYP-
PCA15-
DL-CNB 

HYP-
PCA15-
DL-SGD 

HYP-
SVD15-
DL-CNB 

HYP-
SVD15-
DL-SGD 

MQTT-DS-Biflow 
(bidirectional) 

97.02% - 
99.9% 100% 100% 100% 100% 100% 100% 100% 

MQTT-DS-
Uniflow(unidirec-
tional) 

88.91% - 
99.98% 100% 100% 100% 100% 100% 100% 100% 

MQTT-DS-Packet 65.42%-
88.55% 100% 100% 100% 100% 100% 100% 100% 

WSN-DS 97.4% - 
98.7% 97.86% 98.07% 98.5% 100% 100% 100% 100% 

Table 4.  Performance F1-measure of the eight compared systems  

Dataset ML DL PCA15-
DL 

SVD15-
DL 

HYP-
PCA15-
DL-CNB 

HYP-
PCA15-
DL-SGD 

HYP-
SVD15-

DL-CNB 

HYP-
SVD15-
DL-SGD 

MQTT-DS-Biflow 
(bidirectional) 

96.15% - 
99.9% 42.68% 42.78% 43.03% 100% 100% 100% 100% 

MQTT-DS-
Uniflow(unidirec-
tional) 

75.26%- 
99.98% 38.74% 38.72% 38.83% 100% 100% 100% 100% 

MQTT-DS-Packet 60.4% - 
88.54% 99.99% 38.74% 38.81% 100% 100% 100% 100% 

WSN-DS - 97.85% 98.05% 98.49% 100% 100% 100% 100% 

Table 5.  Performance complexity in terms of execution time  

 DL For 100 epochs (sec) PCA15-DL 
For 100 epochs (sec) 

HYP-PCA15-DL-CNB 
HYP-PCA15-DL-SGD 
HYP-SVD15-DL-CNB 
HYP-SVD15-DL-SGD 

Time 4100  3800  23 second 
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6 Conclusion 

An Intelligent hybrid cyber-security system was proposed for detecting and prevent-
ing the related attacks under the WSN environments. This system adopted the ML SVD 
and PCA for feature reduction and efficiently reducing the dataset features. It also 
adopted the DL model for further feature extraction and ML SGD and CNB for attack 
classification. The combination of the ML and DL provided the system with early de-
tection and learning systems with high-performance parameters that indicated effi-
ciency. Five performance parameters were adopted: accuracy, precision, recall, F1-
measure, and execution time as complexity. The achieved results showed the superior 
performance of the proposed hybrid system with different DL and ML techniques in 
terms of the five performance parameters. The accuracy was enhanced in WSN-DS and 
kept at the same level for the MQTT-DS. While the significant enhancements in the 
precision, recall, and F1-measure to reach 100%. The execution time is reduced signif-
icantly due to the need for just one epoch to reach the required performance in terms of 
training and detection of cyber-attacks.  
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