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Abstract—Retinopathy is an eye disease caused by diabetes, and early 
detection and treatment can potentially reduce the risk of blindness in diabetic 
retinopathy sufferers. Using retinal Fundus images, diabetic retinopathy can be 
diagnosed, recognized, and treated. In the current state of the art, sensitivity 
and specificity are lacking. However, there are still a number of problems to 
be solved in state-of-the-art techniques like performance, accuracy, and being 
able to identify DR disease effectively with greater accuracy. In this paper, we 
have developed a new approach based on a combination of image processing 
and artificial intelligence that will meet the performance criteria for the detection 
of disease-causing diabetes retinopathy in Fundus images. Automatic detection 
of diabetic retinopathy has been proposed and has been carried out in several 
stages. The analysis was carried out in MATLAB using software-based simula-
tion, and the results were then compared with those of expert ophthalmologists 
to verify their accuracy. Different types of diabetic retinopathy are represented 
in the experimental evaluation, including exudates, micro-aneurysms, and reti-
nal hemorrhages. The detection accuracies shown by the experiments are greater 
than 98.80 percent.

Keywords—diabetic retinopathy, machine learning, deep learning, Fundusimages,  
ophthalmology, object detection, DCNN, object classification

1 Introduction

Nowadays, retinal inflections are an important part of the diagnosis of diabetic 
retinopathy, and a Fundus image is essential. Nearly 347 million people are visually 
impaired, according to the World Health Organization’s projections for 2010. Using 
automatic approach for detecting and classifying retinal diseases, blindness has been 
reduced significantly in recent years [1, 2]. Early detection of Diabetic Retinopathy is 
the most effective treatment for this disease [3]. As a general rule, diabetic retinopathy 
stages are broken down into four levels of severity as shown in Figure 1. Exudates, retinal 
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hemorrhage and micro-aneurysms need to be identified and studied to detect the early 
stage of diabetic retinopathy [2, 4].

Fig. 1. Diabetic retinopathy stages

Detection and analysis of diabetic retinopathy can benefit from the use of an auto-
mated feature extraction process [5]. Preventable features in retinal images should be 
avoided robustly and automatically as a result of the early detection and treatment of 
these diseases. Figure 2 depicts the retina’s features [6].

Fig. 2. Features of interest in a retinal fundus image
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Diabetes retinopathy, or damage to the retina caused by diabetes, is known as a silent 
disease because it only becomes apparent when the condition has progressed to this 
point. There is a correlation between the onset of diabetes and the duration of the dis-
ease [7, 8]. Contrast enhancement, noise removal, color space selection, and color nor-
malization are all used to detect exudates automatically [9]. Optic disc localization and 
segmentation are both critical components in the exudates detection. Ophthalmologists 
could benefit from this method because it can detect diabetic retinopathy symptoms 
quickly and easily. In order to improve performance, some pre-processing stages of 
the decision tree and GA-CFS could be used to detect exudates automatically [2]. The 
non-exudates pixel level is detected by identifying significant features. Diabetic Reti-
nopathy has three main diseases that can be difficult to detect (i.e., retinal hemorrhage, 
exudates, and micro-aneurysm). As a result, this paper proposed a new approach for the 
detection of diabetic retinopathy disease from retinal Fundus images. Noise reduction, 
feature extraction, features selection, and diagnosis of diabetic retinal diseases are the 
four phases in the proposed method.

The following is the structure of the paper: Section (2) examines publications that 
are related to our proposed approach and discusses in depth how our approach advances 
the state-of-the-art. Section (3) goes into great detail on the proposed approach. Section 
(4) provides the output produced experimental results as well as pertinent discussions 
concerning the performance of the proposed work and a comparison with state-of-the-
art approaches. Section (5) summarizes and discusses the results.

2 Related work

An early diagnosis of retinal disease can be made using images of the retinal Fundus. 
Image processing algorithms can detect and identify diabetic retinopathy diseases [3]. 
Here, we’ll take a look at some of the most cutting-edge approaches in use today. Exu-
dates, blood vessels, and micro-aneurysms were all included in a new classification sys-
tem developed by Paing et al. [10]. An artificial neural network was used to classify the 
retinal diseases, as well as grade and stage them, using Fundus images. Using retinal 
Fundus images, M. Purandare and K. Noronha [11] introduced a hybrid approach for 
automatically detecting and classifying retinal lesions and diabetic retinopathy. Accord-
ing to the study, features such as a non-segmented texture, blood vessel, and area exu-
dates area were extracted. The SVM classifier was used for feature vector classification. 
In order to detect diabetic retinopathy, Zhou et al. [12] used a deep multiple instance 
learning (i.e., MIL) techniqueto identify DR and lesions in retinal Fundusimages. Fun-
dusimages were processed using a Convolutional Neural Network (i.e., CNN) and to 
classify lesions and DR the global aggregation was used. Suriyal et al. [13] created a 
mobile app that uses deep learning to identify DR in real time for diabetic patients. 
Based on tensor flow DNN architecture, this application was trained and tested on Fun-
dus images. Gulshan et al. [14] used deep learning to develop a DR detection method 
based on Fundus images. For retinal image analysis, the optimized model utilized two 
datasets: EyePACS-1 and Messidor-2, both of which were trained using a deep convo-
lutional neural network. Gondal et al. [15] introduced a methodology for the detection 
of retinal degenerative disease (DR) lesions in the Fundus images. A convolutional 
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neural network was used to identify DR lesions in Fundus images using the devel-
oped technique. In experiments and performance evaluations, the DiaretDB1 dataset 
was used and achieved 95.4 percent accuracy in detecting DR lesions. A significant 
algorithm was developed by Faust et al. [16] for detecting diabetic retinopathy. Dif-
ferent algorithms were used to extract the features from digital retinal Fundus images.  
Table 1 summarizes the most relevant research in the field of diabetic retinopathy 
detection.

Table 1. Most relevant research study – state-of-the-art methods – comparison

Ref. 
No. Method Dataset

Performance 
Evaluation Year
Accuracy

[17] CNNs E-Ophtha, DIARETDB1 98.00% 2019

[18] Random Forest Classifier DIARETDB0, DIARETDB1. 93.58% 2019

[19] Dynamic Decision Thresholding STARE,
E-Optha Ex, DIARETDB1, 
MESSIDOR.

93.46% 2018

[20] Deep CNN EyePACS. 82.00% 2018

[21] CNNs D1. 98.27% 2016

[22] Region based Multiscale LBP 
Texture Approach

DIARETDB0. 96.73% 2016

[23] Fuzzy Techniques STARE, DIARETDB0,
DIARETDB1, MESSIDOR.

93.00% 2016

[24] Adaptive Histogram Equalization, 
Iterative Thresholding Approach

Gaziosmanpasa University 94.10% 2019

[25] Adaptive Histogram Equalization, 
Background Estimation

DIARETDB1. 95.42% 2019

[13] DCNN KAGGLE. 73.30% 2018

[10] Artificial Neural Network MESSIDOR,
KAGGLE.

96.00% 2016

[26] Multiclass Discriminate Analysis RealDS 90.90% 2015

[27] Morphological Operations and 
Segmentation

DIARETDB1 97.75% 2015

[28] VGG-19 KAGGLE 98.34% 2018

[29] Deep Re-current Architecture DIARETDB0, DIARETDB1,
MESSIDOR.

90.00% 2017

[11] Hybrid System DOKMCM 92.00% 2016

[30] R-sGAN Technique DRIVE,
STARE,
HRF,
IOSTAR

96.46% 2018

[31] CHT, Localized Active Contour 
Model

RIM-ONE 98.00% 2019

[32] Graph Machine Learning Car1 Zeiss 86.00% 2015

[33] The Existing Super Classification ORIGA 85.00% 2021
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3 Proposed approach

Using retinal Fundus images, this paper proposes a new method for detecting dia-
betic retinopathy diseases such as exudates, micro-aneurysms, and retinal hemorrhages. 
An overview of our proposed approach for detecting diabetic eye disease architecture’s 
block diagram is shown in Figure 3. Our approach’s implementation is discussed in 
detail in this section.

Fig. 3. Diagram of the proposed approach

3.1 Pre-processing

In most image processing concepts, pre-processing is a vital part of the process. HSI 
conversion, DE noising, and other pre-processing steps take place during this stage 
[34–36]. In image processing, HSI conversion is useful because it displays colors as the 
human eye perceives them. Each color has three components (i.e., hue (H), saturation 
(S), and intensity (I )). Figure 4 shows the HIS color conversion [35].
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Fig. 4. HIS model conversion

Typically, retinal Fundus images submitted by ophthalmologists in public databases 
will be displayed in RGB format. HSI can be created from this RGB format as shown in 
Figure 5. In order to obtain an HSI, The formulas used are [35]:

 3 ( ) 1 min ( , , ),
( )
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R G B
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+ +
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(a) RGB (b) H (c) S (d) I

Fig. 5. HSI conversion

Because all images taken from databases contain noises during image collecting, 
coding, processing, and transmission, DE noising is highly crucial before image pro-
cessing stage [2, 3]. Non-linear wiener filter with quad tree decomposition removes 
noise. CLAHE (“Contrast Limited Adaptive Histogram Equalization”) must be applied 
after the DE noising procedure has been completed to make the lighting more even. 
Retinal images can be improved by utilizing the CLAHE method to boost contrast [37] 
as shown in Figure 6. Remove noise from a retinal Fundus image by:

 
2

2
( )
2

2
1( )

2

g m

f g e σ
σ π

− −

=  (2)

(a) Original image (b) De-noised image (c) Contrast image (d) CLAHE

Fig. 6. Results of the pre-processing phase

3.2 Optic disc-based detection and removal

This phase is crucial in order to detect exudates since the left and right eyes may be 
able to recognize patterns that are similar in appearance. In order to efficiently detect 
exudates, we must detect and remove the Optic disc in this paper. The proposed method 
uses CHT (i.e., Circular Hough Transform) for the detection of optical discs. An image’s 
shape may always be determined using the CHT approach. This is the main advantage 
of the CHT approach, which is tolerant of feature border gaps and is not influenced 
by image noise [38]. An explanation of the circular Hough Transform concept can be 
found in Figure 7 [38]. Figure 8 shows the results of intermediate processing for Optic 
disc localization and removal. The Hough transform is based on the circle equation, 
expressed as:

 2 2 2( )  ( )i ix a y b r− + − =  (3)
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(a) Image space (b) Parameter space

Fig. 7. Concept of the Circular Hough Transform

(a) Original image (b) Optic disc detection (c) Optic disc removal

Fig. 8. Optic disc-detection and removal

3.3 Blood vessel-based segmentation and removal

It is common practice to locate the optic nerve, the fovea, and lesions using blood 
vessels as landmarks. The color, tortuosity, and diameter of the blood vessels are all 
likely to be abnormally high. Blood vessels have previously been distinguished from 
other characteristics by using a variety of attributes [39]. To accurately segment the 
blood vessels, plenty of segmentation techniques were applied. There is no spatial 
information added to the retinal images using these techniques. Detecting diabetic reti-
nopathy illnesses such as exudates, retinal hemorrhage, and micro-aneurysms requires 
spatial information regarding retinal imaging. The BCSPNFCM (i.e., “Bias Corrected 
Separated Possibilistic Neighborhood FCM”) algorithm must be introduced for this 
purpose. BCSPNFCM is [39]:
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The cluster prototype’s update equation has been determined to be,

vi = C+D
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As shown in Figure 9, the suggested blood vessel segmentation algorithm is based 
on a series of parallel and sequential phases. An example of the proposed blood vessel 
segmentation results is shown in Figure 10.
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Fig. 9. Block diagram of the proposed blood vessel segmentation algorithm

(a) Initial image (b) BCSPNFCM method

Fig. 10. Blood vessels segmentation

Hemorrhage disease detection and exudates clearance are frequently performed 
using a blood vessel removal procedure. The first step in removing blood vessels is to 
use contour detection. The blood vessels are cut out using an edge detection method. 
Because of the fuzzy enhancing method, the edge detection is the most common strat-
egy to identifying major discontinuities in intensity levels [40]. The IF-THEN rules are 
the foundation of the fuzzy improvement method [41]. As demonstrated in Figure 11, 
the edge can be recognized to remove blood vessels.
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(a) Input image (b) Edge detection (c) Blood vessels removal

Fig. 11. Blood vessel removal

3.4 Elimination-based fovea

Detecting retinal hemorrhages relies heavily on the removal of the fovea. For the 
most part, the color of the fovea is connected with hemorrhage, but the regions are 
distinct [42]. To accomplish this, we must remove the fovea. Morphology dilation is 
the first step in determining the location of the fovea center. It is necessary to perform a 
dilation operation on a binary image that has a center point known as the fovea center. 
The fovea has circular properties and a similar size to the dilation structuring element, 
which has a radius of 25 pixels. To avoid dilation masking of the fovea region, this 
fovea can be deleted [42]. An example of the fovea elimination results is shown in 
Figure 12.

(a) Dilatation of the fovea (b) Fovea region-elimination (c) Mask

Fig. 12. Elimination-based fovea

3.5 Features-based extraction

To accurately describe or diagnose the diabetic retinopathy diseases, we need to 
extract specific features from retinal Fundus images. Exudates feature extraction, retinal 
hemorrhage feature extraction, and micro-aneurysms feature extractions are the three 
characteristics that are extracted in this study. One of the most common complications 
of diabetes is a hemorrhage in one’s own retina. When blood is leaking from the capil-
laries, they are more vulnerable to harm. Based on splat properties and texture features, 
a retinal hemorrhage can be identified quickly and easily. To detect retinal hemorrhage, 
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we use a SVM (i.e., “support vector machine”) in our classification. The following 
formula is also used to extract textural features [39, 43].

 
,

1 1

, 1d
i j

PdHomogeneity i jθ
θ

= =

= + −∑∑  (8)

Another complication of diabetes is the yellow flecks of serous leaking from dam-
aged capillaries, as depicted in Figure 2. Between the temporal vascular arcades of the 
eyes, a golden fleck can be seen, occasionally in a characteristic circular pattern (i.e. 
clear edge). As a result, exudate characteristics are retrieved at the pixel level [39]. 
Exudate detection rates based on our research show a high level of accuracy compared 
to other methods, such as a golden fleck (i.e. retinal hemorrhage, micro-aneurysms, and 
exudates). Finding exudate characteristics in Fundus images can be done in a variety of 
ways. Artificial neural network, threshold and morphological approachs are all exam-
ples of these methods. Abbadi et al. [44] describes and implements all three approaches. 
There are two types of blood vessels that can develop micro-aneurysms, the smaller of 
which allows blood to seep into the capillaries, and the larger of which is more com-
mon. Micro-aneurysms (red patches on capillaries) are a common symptom. Diabetic 
retinopathy is a prevalent cause of micro-aneurysms. Because of this, the correlation 
co-efficient, shape, gray-scale, color intensity, and pixel intensity presented and imple-
mented in [45] are effective for extracting micro-aneurysms’ characteristics.

3.6 Features-based selection and classification

As a general rule, feature selection is used to limit the amount of characteristics 
by focusing on the most important ones. Typically, feature selection is used for two 
purposes: to reduce the quantity of the vocabulary input and to improve the accuracy 
of predictions. Retinal hemorrhage, exudates, and micro-aneurysm have been retrieved 
in this paper, and the appropriate characteristics have been picked using the DCNN 
(“Deep Convolutional Nural Network”) as implemented and discussed in [46, 47].  
The retinal Fundus images are classified by a DCNN shown in Figure 13.

Fig. 13. DCNN architecture

The DCNN architecture consists of four convolutional layers and two fully-connected 
layers. Third convolution layer is fed straight from the third convolution layer after con-
trast normalization, pooling, and a non-linear function are applied. After being molded 
into a feature vector, the output of the convolution layer is passed to the fully-connected 
layers for the purpose of classification. Figure 14 shows the architectural details.
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Fig. 14. DCNN Architecture (Conv. = Convolution; Pool = Pooling; FC = Fully Connected)

Table 2 depicts the parameters of the described layers. The 40 epochs of training 
were scrambled so that each epoch had a new set of data. Use of a 10 GB NIVIDA 
Ge-Force 2080 TI graphics card was used to train for the proposed approach.

Table 2. DCNN architecture-parameters

Layer Output Size Kernal Size Stride No. of Kernels

Input 128×128 – – –

Convolutional 122×122×32 7×7 1 32

Max-Pooling 61×61×32 2×2 2 –

Convolutional 57×57×64 5×5 1 64

Max-Pooling 28×28×64 2×2 2 –

Convolutional 26×26×128 3×3 1 128

Convolutional 24×24×256 3×3 1 256

Max-Pooling 12×12×256 2×2 2 –

Full-Connected 4096 – – –

Full-Connected 2 Classes – – –

4 Experimental analysis and evaluation

This section mostly focuses on evaluating the suggested algorithm’s performance. 
Segmentation and classification are used in the proposed diabetic retinopathy detec-
tion and categorization of retinal disease. CPFC Mused for blood vessel segmentation 
(Constrained Possibilistic Fuzzy C-Means). To improve sensitivity and precision, dia-
betic retinopathy illnesses should be classified using SVMGA classifications. We’ve 
compared our BCSPNFCM segmentation algorithm to current state-of-the-art algo-
rithms. SVMGA was compared to some earlier classifiers for classification purposes. 
As demonstrated in Figure 15, phase-by-phase findings of the proposed approach.
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Fig. 15. Phase-by-phase findings of the proposed approach

4.1 Dataset

Diabetic retinopathy can be detected using the Kaggle dataset, which is well-known 
and widely utilized. There are 88,702 retinal Fundus images in this dataset in total. 
Eye-PACS created a Kaggle dataset for free in order to help researchers. 35,126 Fundus 
images were used for practice (i.e., training) and 53,576 for testing in this collection. 
A list of datasets for research into diabetic retinopathy is provided in Table 3 [48, 49].

Table 3. Datasets for diabetic retinopathy

Dataset – Name Availability – Online Usage Rate – Citation No. of Images – In Total

Kaggle Available 76% 88702

DIARETDB1 Available 82% 89

DIARETDB0 Available 20% 130

STARE Available 26% 400

DRIVE Available 26% 40

Messidor-2 Available 3% 1748

Messidor Available 43% 1200

FAZ Available 3% 60

E-Ophtha Available 30% 381

ROC Available 23% 100

(Continued)
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Dataset – Name Availability – Online Usage Rate – Citation No. of Images – In Total

DR1 Available 3% 234

DR2 Available 6% 520

DRiDB Available 10% 50

JMU Not-available 3% 85

TMUMDH Not-available 3% 414

Moorfield Not-available 3% 21536

KMCN. India Not-available 3% 122

4.2 Performance evaluation

The purpose of this study is to offer new image processing approaches for detecting 
retinal disease, using retinal Fundus images. It is in this section that the evaluation of 
performance measures is presented. Metrics evaluation and analysis were undertaken to 
assess the effectiveness of the proposed strategy. Many studies begin with a comparison 
of the performance of several algorithms. Because of this, we have compared the sug-
gested method’s findings to those of existing methods. The most commonly employed 
measures include, for example (i.e. accuracy, specificity, and sensitivity). There are 
three distinct sets of performance measurements are given by [40, 50]:

 Accuracy TN TP
TN TP FN FP

�� � �
� � �

 (9)

 Specificity TN
TN FP

�� �
�

 (10)

 Sensitivity TP
TP FN

�� �
�

 (11)

For each step, we’ve employed a different algorithm in our new approach. Dia-
betic retinopathy disease can be identified using any of these approaches. A series of 
procedures, depicted in Figure 14, is required to achieve this goal. We must enhance 
our sensitivity and specificity in order to meet these requirements. Then, improve clas-
sification and segmentation accuracy as well. Figure 6 shows the results of CLAHE 
(“Contrast Limited Adaptive Histogram Equalization”). A segmentation procedure for 
the blood vessels, Figure 10 shows that BCSPNFCM can produce results as efficient 
as those displayed in the figure. Based on our performance data, we should compare 
our segmentation accuracy to [40]. Segmentation performance should be compared 
in Table 4. Figure 11 depicts the removal of blood vessels using fuzzy based edge 
enhancement. Thus, a clean section of the deleted portion will be produced. We were 
able to accurately identify diabetic retinopathy diseases using feature extraction based 
on all features. Features should be reduced by employing an un-supervised learning 
technique for feature selection. SVMGA, rather than SVM plus PNN, should be used 

Table 3. Datasets for diabetic retinopathy (Continued)
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for classification because it is more efficient and effective. Accuracy, specificity, and 
sensitivity should all improve. Comparability results are shown in Table 5.

Table 4. Accuracy of segmentation-based comparison

Method Accuracy

BCSPNFCM 98.438

Watershed Transform 95.783

Automatic Thresholding 69.300

Atlas Based 96.827

ICDT 86.400

Graph Cut 97.588

Table 5. Performance metric evaluation – comparison

Method Sensitivity Specificity Accuracy

Proposed-SVMGA 99.20 96.40 98.80

MSR-net 97.00 82.00 98.30

SVM 98.71 96.07 97.60

PSO-GIT2FMS 98.4 96.00 96.66

PNN 90.86 88.02 89.60

CNN 98.71 96.04 97.54

Moreover, as depicted in Figure 16, the AUC curve comparison of the proposed 
approach. Each method’s outcome was represented graphically by a curve. As compared 
to previous approaches, this one has a greater area under the curve at 98.8 percent True 
positive and false positive values are placed side by side on the graph to illustrate this.

Fig. 16. AUC curve – comparisons
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Interestingly, the effectiveness of contemporary healthcare services, such as comput-
erized diagnosis and individualized therapy, relies heavily on the availability of datasets. 
The size of the dataset is regarded as a crucial factor in determining the performance 
of a machine learning model. Large datasets typically result in improved classification 
performance, whereas short datasets may result in over-fitting [51]. Table 6 details the 
effect of training dataset size on the proposed approach’s performance (i.e., accuracy).

Table 6. The impact of training dataset size on the performance of the proposed approach

Dataset – Name Dataset – Size Performance of the Proposed Approach – Accuracy

Kaggle 88702 98.80

Messidor-2 1748 98.63

Messidor 1200 98.59

STARE 400 98.45

DIARETDB0 130 98.37

DIARETDB1 89 98.30

DRIVE 40 98.21

5 Conclusion

A new approach for detecting diabetic retinopathy using retinal Fundus images 
based on a combination of image processing and artificial intelligence has been pro-
posed in this research. Diabetic retinopathy features extraction and feature classifica-
tion were the two phases of the proposed image processing approach. The new image 
processing approach had a number of interesting qualities. Diabetes retinopathy detec-
tion has been developed and implemented in a number of stages. To ensure the accu-
racy of the results, the ophthalmologists compared the MATLAB simulation results to 
those of the experts. The testsresults demonstrate that the sensitivity, specificity, and 
accuracy are above 99.20%, 96.40% and 98.80 respectively were all quite successful in 
comparison to other state-of-the-art approaches.
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