
Paper—Convolutional Neural Networks on Assembling Classification Models to Detect Melanoma…

Convolutional Neural Networks on Assembling 
Classification Models to Detect Melanoma Skin Cancer

https://doi.org/10.3991/ijoe.v18i14.34435

Hugo Vega-Huerta1(), Renzo Villanueva-Alarcón1, David Mauricio1,  
Juan Gamarra-Moreno1, Hugo D. Calderon-Vilca1, Diego Rodriguez2, Ciro Rodriguez1

1Department of Computer Science, Faculty of System Engineering, Universidad Nacional 
Mayor de San Marcos (UNMSM), Lima, Perú

2Medicine Program, Faculty of Health Sciences, Universidad Peruana de Ciencias Aplicadas 
(UPC), Lima, Perú

hvegah@unmsm.edu.pe

Abstract—In 2020, there were more than 1.2 million new skin cancer diag-
noses, and melanoma was the most recurrent type of cancer. On the other hand, 
melanoma is the least common but most serious form of skin cancer affecting 
both men and women. This work aims to assemble classification models to 
detect a case of melanoma with high accuracy based on a Convolutional Neural 
Networks system. The methodology considers training 21 models for image 
classification, with the best assembly performance of EfficientNet and VGG-19 
architectures, the data augmentation technique was used to the images to improve 
its performance. The results show 92.85% of accuracy, 71.50% of sensitivity, and 
94.89% of specificity, with an improvement of 0.06% in accuracy and specificity. 
The assembly of the classification models achieved higher accuracy in melanoma 
skin cancer image classification.

Keywords—melanoma, skin cancer, convolutional neural networks,  
classification model, deep learning

1	 Introduction

A prevalent type of cancer is skin cancer; within this group is melanoma, which 
is the least common of all cases and yet is the most dangerous, as it causes 75% of 
most skin cancer deaths by spreading to other regions of the body, affecting treatment 
efficacy and patient survival, considering the research of [1] and what is happening 
in the worldwide, where 132,000 people are diagnosed with melanoma-type skin 
cancer [2,3], according to statistical data from the World Health Organization [4], with 
exposure to ultraviolet rays being one of the leading causes of this. According to [5], the 
dermoscopy technique was developed to improve the diagnostic yield of skin cancer; 
in it, the dermatologist uses various noninvasive techniques of image analysis, such as 
focal microscopy, optical coherence tomography, and pattern analysis that allow him 
to classify and detect skin lesions according to their type [6–8]. This article presents 
the procedure used as a solution to classify images of patient skin lesions and identify 
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which ones represent melanoma. In addition, contextual image information (metadata) 
is used to evaluate whether its inclusion improves image classification performance.

The first step in diagnosing a possible malignant lesion or melanoma of the 
suspicious skin region is a visual inspection by the dermatologist [9]. However, auto-
matic identification of skin cancer by dermatologists remains complicated as it faces 
many challenges [10]. The incidence of various skin lesions has a high degree of visual 
similarity, and variations in skin conditions, such as color and natural hair, can make 
detection of these lesions difficult [11–13]. Diagnosis from visual examination of 
images by a dermatologist range from 75% to 84% accuracy in detecting melanomas, 
so it is essential to include computer-assisted platforms that can increase the accurate 
detection of diagnosis of skin lesions using imaging [14–16].

The objective is to assemble classification models using image analysis to accurately 
detect skin lesions and detect if it’s a melanoma problem along with patient input.

2	 Background

Lately, deep learning models, specifically convolutional neural networks, evidence 
medical image analysis results that allow an approach to detect skin cancer problems 
accurately [17–19]. Therefore, this type of neural network has been widely used to 
overcome this image classification problem [20–22]. Table 1 lists some of the articles 
related to the skin cancer classification problem, highlighting the use of the following 
convolutional neural network architectures: MobileNet [23], DenseNet [24], ResNet 
[25], Inception [26], VGG [27], PNASNet [28], AlexNet [29], Xception [30], Efficient-
Net [31], as well as ensemble methods, the application of the “Data Augmentation” 
technique, K-Fold and the inclusion of MetaMetrics [32]. Inclusion of K-Fold and 
MetaMetrics.
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Table 1. Summary of state of the art regarding skin cancer classification

Article Data Architectures Methods Used ACC % PREC % SEN % SPC %

[33] ISIC 016 -MobileNet
-DenseNet

-Data 
Augmentation
-Assembly

– 84.5 – –

[34] ISIC 017 -ResNet-50
-InceptionV3

-Assembly – 81.6 – –

[35] ISIC 017 -InceptionV4 -Data 
Augmentation

89.0 – 55.6 97.1

[36] ISIC 017 -AlexNet
-VGG-19
-ResNet-18
-ResNet-101

-Data 
Augmentation
-Inclusion of 
metadata
-Assembly

87.7 _ 85.0 73.3

[37] ISIC 018 -Resnet-50 -Data 
Augmentation

92.1 – – 92.5

[38] ISIC 019 -AlexNet -Data 
Augmentation
-K-Fold

92.9 62.8 70.4 96.0

[39] ISIC 019 -PNASNet
-VGG-19

-Inclusion of 
metadata
-Assembly

90.1 – – –

[40] ISIC 019 -EfficientNet-B3
-EfficientNet-B4

-Data 
Augmentation
-Inclusion of 
metadata
-Assembly

91.5 – 66.2 95.2

[41] ISIC 
2019

-Resnet-50
-DenseNet
-Xception

-Data 
Augmentation
-Assembly

88.0 87.0 – 94.0

Notes: The table shows the main state of the art reviewed in the case study of this article. The table shows 
a dashboard of performance metrics of the models proposed. The metrics used are ACC (Accuracy), PREC 
(Precision), SEN (Sensitivity), and SPC (Specificity).

3	 Proposal design

3.1	 SIIM-ISIC dataset

The present article uses the SIIM-ISIC dataset (from the year 2020) and the 2019 
dataset, which consolidates lesion images from previous years [42]. The 2020 ISIC 
repository contains 33,126 dermatoscopic images of skin lesions classified as benign 
(without Melanoma) and malignant (with the presence of Melanoma). At the same 
time, the 2019 dataset contains 25,331 images.

Each image is associated with an individual by a unique patient identifier. Accord-
ing to [43], all diagnoses of melanoma-type skin cancer have been confirmed by 
histopathology, and diagnoses of benign skin lesions have been expertly verified by 
longitudinal follow-up examinations or histopathology.
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The information is available in DICOM standard format, which is a special image 
data format commonly used in the medical field. In the data set to be analyzed, each 
record contains the image and the image contextual information (also known as 
metadata). For each record, the following information is available:

•	 image: Dermatoscopic image of the skin lesion.
•	 image_array: Unidimensional image array (grayscale).
•	 image_name: Identifier of the image corresponding DICOM standard.
•	 patient_id: Unique patient identifier.
•	 sex: Sex of the patient.
•	 age_approx: Age of the patient at image capture moment.
•	 anatom_site_general_challenge: Anatomical location of the skin lesion.
•	 target: Target variable (No Melanoma:0; Melanoma:1).
•	 benign_malignant: Qualitative indicator (No: “Benign”; Yes: “Malignant”).

3.2	 Training and evaluation strategy

Based on the statistical principle “Pareto’s Law,” a proposed training and evalua-
tion split of 80 and 20. This law describes the statistical phenomenon whereby a small 
proportion of any population contributing to a common effect [44] contributes to most 
of the impact. The 80/20 rule suggests that, in any given example, the few (20%) are 
vital and the many (80%) are trivial.

As explained in the previous paragraph and taking as a reference the article [45], was 
considered 80% images for the training process, leaving 20% images for the evaluation 
process of the trained modules of classification. Both partitions are duly represented by 
benign and malignant types of melanoma. Table 2 shows the proposed 80/20 split for 
the entire data set.

Table 2. Number of images per process (training and evaluation)

Process Number of Images

Training (80%) 46, 765

Evaluation (20%) 11, 692

Total (100%) 58, 457

As a methodology of data division for training, the “K fold” cross-validation 
technique has been applied, where the parameter used was: K=5, i.e., 5 folds of the 
dataset where a convolutional neural network model is trained on each fold, which 
when evaluating a record has a probability of melanoma presence for each fold. Finally, 
the 5 probabilities are averaged with this technique to obtain a final stable probability. 
The reason for the application is to use the entire data set for training and, at the same 
time to reserve a data set for model validation; this validation data set is also used in the 
loss function. See Figure 1.
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Fig. 1. Distribution of the dataset (training and evaluation) [44]
Note: Division of training and evaluation (80/20), followed by the application of K-Fold.

4	 Classification modules

In this chapter, the development and validation of the performance of the classi-
fication modules are addressed. As their name indicates, these modules focus on the 
classification task through neural networks to provide a probability as output in each 
module. In designing these modules, the following assumptions are made:

•	 The objective of each module is to provide a classification through a probability of 
the presence of Melanoma, based on their input data.

•	 The image classification module receives as input data the preprocessed images in 
3-dimensional array format.

•	 The contextual information classification module receives as input data the 
categorical and discrete variables in a dataframe.

•	 Both modules are subjected to 5-fold K-Fold cross-validation. So, each module 
has 5 sub-models. The final probability per module is the average of the 5 trained 
sub-models.

4.1	 Image classification module

For the training of the image classification module, a model was built consisting of 
a 3-dimensional input layer, a base architecture, a Pooling layer, and a Dense layer. As 
part of the training process and to evaluate and select the best model, it was proposed 
to train on 7 different convolutional neural network architectures: EfficientNet B4, Effi-
cientNet B5, EfficientNet B6, InceptionV3, ResNet50, ResNet110, VGG19. The main 
parameter settings are shown in Table 3.
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Table 3. Parameter settings for the image classification module

Input Layer (Height, Width, 3)

Pooling layer GlobalAveragePooling2d

Dense layer Sigmoid

Training scheme: Epochs 12

Training scheme: Batch Size 36

Loss function Binary Cross-Entropy Loss

Learning Rate 0.001

Optimizer Adam

Note: The values of the parameters used in the neural network for the classification module.

Likewise, for the present solution, according to the performance seen of the “Data 
Augmentation” technique in the reviewed state of the art, it is proposed to apply pre-
processing functions: (saturation, contrast, brightness) and transformation functions: 
(rotation, zoom, flip), randomly and sequentially. The application procedure of these 
functions depends on the result of a random operation between 0 and 1 as shown in 
Figure 2; in the case of the random part of 1, the process is applied; otherwise, continue 
with the following.

Fig. 2. Comparison of the application of Data Augmentation on an example image
Notes: Left: Normal test image. Right: Test image with saturation at 110%, contrast at 120%, brightness at 
120%, rotation at 90 degrees, zoom to 6, and mirror rotation. Own elaboration.

Considering the characteristics mentioned in Figure 2, it was proposed to validate 
in 3 scenarios the performance of the application of the “Data Augmentation” and 
“K-Fold” techniques with five folds. The following 3 scenarios were built considering 
by default image size of 384 × 384 and EfficienNet-b6 as convolutional neural network 
architecture:

–	 First Scenario: Model without applying Data Augmentation and the 5-fold K-Fold 
technique.
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–	 Second Scenario: Model with the application of Data Augmentation and the 5-fold 
K-Fold technique.

–	 Third Scenario: Model with the application of Data Augmentation and the 10-fold 
K-Fold technique.

Table 4 shows that of the scenarios proposed for validation, the one that had the best 
performance under the AUC metric with 94.83% was the Data Augmentation technique 
and considering 5 folds for the Cross Validation technique “K-Fold”; for this reason, 
the application of both methods is regarded for training and evaluation.

Table 4. Comparison of the performance of the 3 proposed scenarios

Scenario Data Augmentation Number of Folds Area Under the Curve

1 No 5 76.84%

2 Yes 5 94.83%

3 Yes 10 93.62%

Note: This table shows the results of the proposed scenarios, measured in the AUC metric.

4.2	 Metadata classification module

For the training process, we proposed the construction of the neural network model, 
a neural network consisting of 3 layers is proposed, considering the following variables:

–	 Independent variables:
  “mean_color”, “sex”, “age_approx”, “anatom_site_general”

–	 Depending variables:
  “Target”

A creation of a new variable was proposed, “mean_color,” which contains the aver-
age contrast of the image. This is obtained by averaging all the array values, thus get-
ting a value between 0 to 255, representing the overall contrast of the image.

The validation process consists of comparing the performance under the AUC metric 
with the final prediction of each of the following scenarios; the final prediction is the 
average of the 5 sub-models, changing the values of the following parameters:

–	 Batch size: 20,40,80,160
–	 Epochs: 20,40,80,160
–	 Learning Rate: 0.0001, 0.001, 0.01
–	 Activation: Softmax, Relu, Sigmoid
–	 Optimizer: SGD, RMSprop, Adam
–	 Neurons: 5,10,15,20

Once the validation process was completed, it was concluded that the best parameter 
configuration among the combinations is the one shown in Table 5, obtaining a 
performance value of 82.23% in AUC, evaluated in validation data.
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Table 5. Parameter configuration for the metadata classification module

Training scheme: Epochs 20

Training scheme: Batch Size 40

Activation Softmax

Learning Rate 0.001

Optimizer SGD

Neurons 5

Note: This table shows the parameter values used in the neural network for the classification module.

5	 Results

This section evaluates each of the classification modules developed and the union 
of the predictions of both modules. As described in the design section, 11,692 images 
were used, representing 20% of the total dataset. Likewise, for the evaluation process 
of each of the two modules (images and metadata), the performance of the predictions 
of its 5 submodels (Folds) and the final model was validated.

5.1	 Evaluation of the final proposal

Table 6 shows the performance of the 21 proposed models (7 convolutional neural 
network architectures iterated by 3 image sizes). Note that the average gives each 
final model for each evaluation of the 5 predictions of the submodels (5 folds for each 
model); also, the Data Augmentation technique was applied for each model.

Definition of validation metrics. Metrics of accuracy, sensitivity, and specificity 
are the most essential variables when designing diagnostic tests, these variables help to 
determine how reliable are the tests and the results obtained.

Accuracy is the fraction of predictions that our assembling model got right, as shown 
in equation (1).

	 ACC =
Number of classifications a model correctly predicts

Tottal number of predictions made
	 (1)

Sensitivity is the percentage of true positives, it evaluates the ability of a model to 
predict the true positives of each available category, it is also known as the True Posi-
tive Rate as shown in equation (2).

	 SEN =
Number of True positive test

Total number of individualss with the disease in a population
	 (2)

Specificity is the percentage of true negatives, it evaluates the ability of a model 
to predict the true negatives of each available category, it is also known as the True 
Positive Rate as shown in equation (3).
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	 SPC =
Number of True negative test

Total number of healthy inddividuals in a population
	 (3)

Table 6. Model performance to evaluate the image classification module [1]

Model Architecture Image Size AUC ACC PREC SEN SPC F SCORE

1

EfficientNet B4

256 × 256 92.38% 91.35% 50.41% 60.63% 94.29% 55.05%

2 384 × 384 92.93% 91.91% 52.94% 66.11% 94.38% 58.80%

3 512 × 512 93.06% 92.37% 55.13% 67.87% 94.71% 60.84%

4

EfficientNet B5

256 × 256 92.01% 90.14% 45.59% 66.80% 92.37% 54.19%

5 384 × 384 92.98% 91.50% 51.00% 67.68% 93.78% 58.16%

6 512 × 512 92.16% 89.54% 42.99% 60.72% 92.31% 50.30%

7

EfficientNet B6

256 × 256 92.67% 90.80% 48.11% 68.66% 92.92% 56.78%

8 384 × 384 93.16% 91.48% 50.88% 70.52% 93.49% 59.11%

9 512 × 512 93.09% 91.94% 52.99% 68.46% 94.19% 59.74%

10

INCEPTIONV3

256 × 256 91.25% 90.25% 46.00% 67.09% 92.47% 54.58%

11 384 × 384 90.00% 90.54% 46.48% 54.95% 93.95% 50.36%

12 512 × 512 91.88% 91.70% 52.06% 63.08% 94.44% 57.04%

13

RESNET101

256 × 256 87.98% 89.96% 39.09% 26.84% 96.00% 31.82%

14 384 × 384 88.05% 90.33% 45.81% 58.96% 93.33% 51.56%

15 512 × 512 89.27% 89.32% 41.59% 55.24% 92.58% 47.45%

16

RESNET50

256 × 256 88.59% 89.78% 15.75% 3.92% 97.99% 6.27%

17 384 × 384 88.97% 89.89% 43.63% 53.97% 93.33% 48.25%

18 512 × 512 89.30% 88.08% 38.02% 57.79% 90.98% 45.86%

19

VGG19

256 × 256 84.57% 79.67% 25.42% 68.66% 80.72% 37.10%

20 384 × 384 85.20% 80.74% 26.55% 68.27% 81.93% 38.23%

21 512 × 512 84.34% 81.29% 26.57% 64.74% 82.88% 37.67%

Note: The table shows a dashboard of performance metrics of the proposed models of the imaging module.

An assembly of the 3 best and the 5 best rated models according to their Sensitivity 
is evaluated to achieve better performance. According to Table 7, it is observed that the 
5 best models have been using the EfficientNetB6 architecture in all image sizes and 
the VGG19 architecture in the size of 256 × 256 and 384 × 384.
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Table 7. Performance of the 5 best models [1]

Top
Sensitivity Architecture Image 

Size AUC ACC PREC SEN SPC F SCORE

1 EfficientNet 
B6

384 × 384 93.16% 91.48% 50.88% 70.52% 93.49% 59.11%

2 EfficientNet 
B6

256 × 256 92.67% 90.80% 48.11% 68.66% 92.92% 56.58%

3 VGG19 256 × 256 84.57% 79.67% 25.42% 68.66% 80.72% 37.10%

4 EfficientNet 
B6

512 × 512 93.09% 91.94% 52.99% 68.46% 94.19% 59.74%

5 VGG19 384 × 384 85.20% 80.74% 26.55% 68.27% 81.93% 38.23%

Note: The table shows a dashboard of performance metrics of the 5 best-proposed models of the imaging 
module according to their Sensitivity.

The next step is the application of the assembly methods with the 5 best models, 
using Soft Voting and Hard Voting techniques. For this purpose, it was proposed to 
evaluate 4 scenarios:

–	 First Scenario: The 3 best models according to Sensitivity, applying Soft Voting.
–	 Second Scenario: The 3 best models according to Sensitivity, applying Hard Voting.
–	 Third Scenario: The 5 best models according to Sensitivity, applying Soft Voting.
–	 Fourth Scenario: The 5 best models according to Sensitivity, applying Hard Voting.

Table 8 shows that the Hard Voting technique improves performance considering the 
5 best models.

Table 8. Performance of imaging module assemblies [1]

Scenario VOTING P R E C A C C S P C S E N F SCORE

1 SOFT – TOP 3 57.92% 92.95% 95.10% 70.52% 63.60%

2 HARD – TOP 3 57.36% 92.85% 94.98% 70.62% 63.30%

3 SOFT – TOP 5 56.97% 92.78% 94.88% 70.81% 63.14%

4 HARD – TOP 5 56.94% 92.79% 94.83% 71.50% 63.40%

Note: The table shows a performance metrics dashboard of the Soft Voting and Hard Voting assemblies con-
sidering the 3 and the 5 best models in Sensitivity evaluated.

Once the evaluation of the classification module was finished, having as a winner the 
Hard Voting Model Assembly with the 5 best models in Sensitivity; it was evaluated 
how much the performance of the image module improved with the incorporation of the 
predictions of the metadata module. For this purpose, it was proposed to evaluate the 
assembly in 5 scenarios, where a weight is assigned to each module in each evaluation:

–	 First Scenario: 100% of the prediction of the Images module (the prediction of the 
Metadata module is not considered).

–	 Second Scenario: 90% of the prediction of the Images module and 10% of the pre-
diction of the Metadata module.
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–	 Third Scenario: 80% of the prediction of the Images module and 20% of the 
prediction of the Metadata module.

–	 Fourth Scenario: 70% of the prediction of the Images module and 30% of the 
prediction of the Metadata module.

–	 Fifth Scenario: 50% of the prediction of the Images module and 50% of the predic-
tion of the Metadata module.

Table 9. Performance of the assemblies of the images module with the metadata module

Scenario Image Module 
Weight

Metadata 
Module Weight ACC PREC SEN SPC F SCORE

1 1 0 92.79% 56.94% 71.50% 94.83% 63.40%

2 0.9 0.1 92.85% 57.25% 71.50% 94.89% 63.59%

3 0.8 0.2 94.23% 67.47% 65.43% 96.98% 66.43%

4 0.7 0.3 94.65% 73.97% 59.84% 97.99% 66.16%

5 0.5 0.5 94.70% 82.50% 49.85% 98.99% 62.15%

Note: Comparison of the performance of the weighted assemblies of the images module with the metadata 
module.

As shown in Table 9, the best performance is observed in the weighted assembly 
considering 90% of the Images module and 10% of the Metadata module, with 92.85% 
Accuracy, 71.50% Sensitivity, 94.89% Specificity. It shows an improvement of 0.06% 
in Accuracy and 0.06% in Specificity compared to the performance of only considering 
the predictions of the Images module, so it is decided to consider as the final solution 
the Assembly of the two modules with the explained weighting. [46×] also presents 
important results about of predict university student’s dropout based on accuracy and 
sensitivity metrics.

5.2	 System interfaces

This section shows the web interface of the solution, explaining each of the function-
alities. As preliminary considerations, the implementation is developed in Python lan-
guage using the free software Google Colab. The 5 submodels of each module and the 
static files (HTML) and images are hosted in a Google Drive repository. Screenshots of 
the developed web system are shown below.

Figure 3 shows Variables and image form: The interface includes a form for entering 
the variables: age, sex, and anatomical area of the lesion. The cast also includes a list of 
all the images of skin lesions in the repository. There is also an option to upload a new 
photo to the image repository.

Figure 4 presents screenshot of the View Image Option, below the list of images to 
select, the “View Image” button is included where the variables: Height, Width, and 
Average Contrast are displayed, as well as the selected image.

Figure 5 shows screenshot of the View Prediction option, once all the variable 
fields have been filled in and the skin lesion image has been selected, clicking on the 
“Evaluate” button processes the image and metadata, evaluating the record for each 
module.
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Fig. 3. Screenshot of the variables and image form

Fig. 4. Screenshot of the view image option
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Fig. 5. Screenshot of the view prediction option

6	 Discussion and conclusions

Comparing the results of previous investigations with the results of the study, we 
appreciate that in Table 1, [35] presents us with results ACC 87.7%, SEN 85.0%, SPC 
73.3%, while the values ​​reached in this work, shown in scenario 2 of Table 9, are ACC 
92.85, SEN 71.5%, SPC 94.89%. However, there is a lower SEN of 14.5%, a higher 
ACC of 5.2% and a higher SPC of 11.6% have been achieved. The value obtained for 
the SEN of 71.5%, despite being lower than that achieved by [35], is higher than the 
51.6% achieved by [34], the 70.4% achieved by [39], and the 66.2% achieved [39], for 
which we can affirm that the results achieved in this investigation have been superior in 
some indicators achieved in other similar studies on the same subject.

Likewise, we highlight that in the research [47] a hybrid model of CNN and SVM is 
proposed to classify carcinoma, in their training and testing they used the HAM10000 
dataset with 19,267 dermoscopic images comparing the proposed model to detect car-
cinoma with assembly model also. We use several CNN models, the dataset we use is 
from SIIM-ISIC.

The experiments performed are consistent, since they were performed under the 
same conditions taking as a basis the initial value of k = 5 and comparing our proposed 
assembled model with the other models evaluated under the same conditions. [48] sug-
gesting experiments with k = 10 folds validate the consideration of the third scenario of 
the assembling model with the application of Data Augmentation and the k = 10 folds. 
The experiments performed are also congruent with [49] to consider k = 10 to obtain the 
best error estimate, which is also congruent with the third scenario. The results show 
that not necessarily the best results are given with the highest value of k, in this sense 
the results obtained are congruent with [50] in his article on the automated classifica-
tion of liver disorders using ultrasound images shows that his best result is given with 
k = 5 and not with k = 10 folds, which is also concordant with our results.

With the results, we conclude that it is possible to detect in the images with skin 
lesions if there is a case of Melanoma skin cancer or not by assembling classification 
models.
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The proposed solution allows for accurately identifying cases of Melanoma in images 
of skin lesions, using binary classification, of the presence or absence of Melanoma.

For its realization, the “ISIC SIIM” dataset has been used, a repository composed of 
many images of skin lesions in DICOM format. Each of the models that make up the 
proposed solution was trained.

Specifically, the implementation of this research project has been designed based on 
3 main modules to organize the development and achieve the proposed objectives more 
efficiently. These are the preprocessing module, the image classification module, and 
the metadata classification module.

In the preprocessing module, the use of the “Data Augmentation” technique, increas-
ing the variability between images, was a critical factor to improve the classification 
model. Applying the “K-Fold” technique was necessary to use the totality of data to 
optimize the model in the training process with the validation data. Likewise, it is 
observed that with this technique, the solution generalizes better, having a stable per-
formance in evaluation.

By adding metadata to the model, the performance improves slightly compared to 
only using the image module. This indicates that metadata does help models that do not 
take advantage of the complete information available only in the images.
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